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Preface

This volume contains the accepted papers presented orally and as posters at
the 2014 International Conference on Social Computing, Behavioral-Cultural
Modeling, and Prediction (SBP 2014). This was the seventh year of the SBP
conference, and the fourth since it merged with the International Conference on
Computational Cultural Dynamics (ICCCD). This year the SBP 2014 conference
was co-located with the Behavioral Representation in Modeling and Simulation
(BRiMS) conference, which had a separate submission, review, and acceptance
process and produces a separate record of its proceedings.

In 2014 the SBP conference continued its traditions. We received a set of
101 submissions (from 17 countries), down from last year’s 137 submissions but
better than the prior highest number of 88 submissions. SBP continued to be
a selective, single-track conference. Twenty-four submissions were accepted as
oral presentations, a 24% acceptance rate. We also accepted 31 posters, more
than we had previously, for an overall 54% acceptance rate. Three papers were
withdrawn and one paper did not meet the length requirements to be published.
This resulted in 51 papers included in this volume. Finally, continuing our tradi-
tion, a bound copy of these proceedings was distributed to participant attendees
at the conference and made available electronically as well as part of Springer’s
Lecture Notes in Computer Science series.

This conference is strongly committed to fostering multidisciplinary research,
consistent with recent trends in computational social science and related fields.
Authors were asked to indicate from a checklist which topics fitted the papers
they were submitting. Many papers covered multiple topics across categories, re-
flecting the multidisciplinary nature of the submissions and the accepted papers.
Consequently, the papers in this volume are presented in alphabetical order by
the surname of the first author, instead of placed into preset categories. The topic
areas that formed the core of previous SBP conferences were all represented: so-
cial and behavioral sciences, health sciences, military science, methodology, and
information science.

Across the five topics, the overall number of submissions varied somewhat
with the most papers in the category of information sciences (91 submissions,
30%), followed closely by methodology (87 submissions, 28%) and the topic of
behavioral, social sciences, and economics (77 submissions, 25%). Health sci-
ences and military science the least represented topics (29 and 24 submissions,
respectively, and just less than 10% each). However, the acceptance rate by topic
area varied very little across the topics, demonstrating that the quality of the
submissions did not vary by topic. Although we cannot compare the quality of
this years’ submissions with last year, we can say that they were practically
uniform across this wide range of topics.



VI Preface

There were a number of events that took place at the conference that are
not contained in these proceedings, but they added greatly to the scientific and
collegial value of the experience for participants. The first day of the conference
included several tutorials on topics ranging from social media to computational
models, among others. In the main conference program, each day was marked
by a scientific lecture offered by a distinguished keynote speaker. These and
other activities are documented on the SBP 2014 conference website, which also
contains additional information (http://sbp-conference.org).

Conference activities such as SBP only succeed with assistance from many
contributors, which involves a year-long and in many cases a multi-year effort on
the part of many volunteers whose names are acknowledged in the next section.
Following last year’s success, the conference was held once again in downtown
Washington, DC, at the University of California’s DC Center on Rhode Island
Avenue, during April 1-4. We are very grateful for their hospitality and many
forms of logistical support. The 2014 Conference Committee met frequently dur-
ing the year preceding the event, making numerous decisions concerning papers,
posters, speakers, sessions, and all other components of a complex event such
as this. We are grateful to the program co-chairs and reviewers, to each of the
special activities chairs (for diverse activities such as sponsorships, registration,
publicity, website, tutorials, challenge problems, and others), as well as the Steer-
ing Committee of founding members and the Advisory Committee of funding
members, all of whose names are gratefully acknowledged in the next section.
Finally, a special thanks to Dorothy Kondal, Administrative Assistant at the
Center for Social Complexity, George Mason University, for her indispensable
help in executing tasks, keeping us on schedule and organized. We thank all for
their kind help, dedication, and collegiality. Funding for the SBP 2014 Confer-
ence was also made available by the Mason Center for Social Complexity.

January 2014 Claudio Cioffi-Revilla
Jeffrey C. Johnson
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Human Development Dynamics: An Agent
Based Simulation of Adaptive Heterogeneous Games
and Social Systems

Mark Abdollahian, Zining Yang, and Patrick deWerk Neal

School of Politics and Economics, Claremont Graduate University, Claremont, USA
{mark.abdollahian, zining.yang, patrick.neal}@cgu.edu

Abstract. In the context of modemization and development, the complex adaptive
systems framework can help address the coupling of macro social constraint and
opportunity with individual agency. Combining system dynamics and agent based
modeling, we formalize the Human Development (HD) perspective with a system of
asymmetric, coupled nonlinear equations empirically validated from World Values
Survey (WVS) data, capturing the core qualitative logic of HD theory. Using a simple
evolutionary game approach, we fuse endogenously derived individual socio-economic
attribute changes with Prisoner’s Dilemma spatial intra-societal economic transactions.
We then explore a new human development dynamics (HDD) model behavior via
quasi-global simulation methods to explore economic development, cultural plasticity,
social and political change.

Keywords: economic development, modernization, cultural shift, democratization,
co-evolution, game theory, agent based model, techno-social simulation, complex
adaptive systems.

1 Introduction

Rooted in comparative political economy, the HD perspective is a qualitative, trans-disciplinary
approach to understanding modernization and development through the lens of interdependent
economic, cultural, social and political forces across individual, institutional and societal scales.
Here we extend Abdollahian et al.’s [1] novel, quantitative systems dynamic representation of
HD theory at the societal level towards integrated macro-micro scales in an agent based
framework. Quek et al [26] also design an interactive macro-micro agent based framework,
which they call a spatial Evolutionary Multi-Agent Social Network (EMAS), on the dynamics
of civil violence. We posit a new, Human Development Dynamics (HDD) approach where
agency matters.

In order to create a robust techno-social simulation [32], we instantiate a system of
asymmetric, coupled nonlinear difference equations that are then empirically validated with five
waves of data from the World Values Survey (2009). We then fuse this system to agent attribute
changes with a generalizable, non-cooperative Prisoner’s Dilemma game following Axelrod
[3-5] and Nowak and Sigmund [24, 25] to simulate intra-societal, spatial economic transactions
where agents are capable of Robust Adaptive Planning (RAP). Understanding the interactive
political-cultural effects of macro-socio dynamics and individual agency in intra-societal

W.G. Kennedy, N. Agarwal, and S.J. Yang (Eds.): SBP 2014, LNCS 8393, pp. 3-10, 2014.
© Springer International Publishing Switzerland 2014



4 M. Abdollahian, Z. Yang, and P.d. Neal

transactions are key elements of a complex adaptive systems (CAS) approach. We find strong
epistatic interactions, where strategies are interdependent, and local social co-evolution [20] help
determine global-macro development outcomes in a particular society.

2 HD Dynamics Background

HD postulates a complex modernization process where value orientations drive an individual’s
level of existential security and change in predictable ways given shifts in existential security.
HD theory provides a framework in which economic development, societal wealth and human
needs create generalizable shifts in cultural predispositions and political behavior [17-19] [33].

HD theory expands upon economic drivers from neoclassical growth theory [30, 31] [6]
commonly attributed to high growth paths and convergence [21] [27]. Such approaches specify
detailed and interactive vectors of economic determinants, country and time-specific effects
separately [10]; HD theory fuses cultural, social and political development process into
economic growth (¥) dynamics.

Rational-secular (RS) cultural values correspond to individuals’ growing emphasis on
technical, mechanical, rational, and bureaucratic views of the world. During economic
industrialization phases, cultural dispositions tend to progress from an emphasis on traditional
pre-industrial values—often measured in terms of religious ceremony attendance—to secular
world views, transferring authority from traditional religious figures to technological progress
and bureaucratic political life.

Self-expressive (SE) social values corresponds to the post-industrial phase of economic
development where the wealth and advanced welfare system generated by education, increased
productivity and service-related economic activities provides individuals with an overwhelming
sense of existential security [7] and the freedom to seek self-expression and demand political
participation. Self-expression values promote liberal political institutions through two
mechanisms. First, to the extent that there is incongruence between cultural demand for, and
political supply of, liberal institutions, individuals are more or less prone to elite-challenging
activity [16] [13]. Second, self-expression values support the social acceptance of basic
democratic norms such as trust and political participation. The end result is a gradual transition
toward democratization in autocratic nations and more effective political representation in
democratic nations [19].

Lastly, HD theory expects democratic (D) political values to exhibit positive feedbacks with
economic progress, based on previous work on liberal institutions and economic development
[12] [9] [14] [2]. Declining economic conditions reintroduce the primacy of basic needs, fueling
conditions for more traditional value orientations and less self-expression. Disequilibrium
between culturally defined political expectations and political realities promotes and provides
motivation for revolutionary change.

The HD perspective suggests a staged process in which rising level of existential security via
economic development leads to an increased emphasis on rational-secular and self-expression
values. However, these effects are neither linear nor monotonic, as we see strong reversion
towards autocratic institutional preferences in survival-minded societies. Democratic norms and
institutions that outpace economic progress are inherently unstable with a persistent, turbulent
reversion processes, even at high levels of democratic norms and existential security. This
suggests that societies experiencing democratization can frequently expect punctuated reversals
and revolutions towards more autocratic institutions until more sustainable economic growth
and democratic institutions re-emerge.
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Fig. 1. HD Phase Portraits (Source: Abdollahian et al 2012)

3 A Human Development Dynamics Model

We maintain individual agent attribute relationships and postulated changes of RS, SE, D
and Y in keeping with HD theory. These endogenously derived, individual agent attributes
(RSi, SE' D' and Y') impact how economic transaction games occur, either increasing or
decreasing individual wealth and, at increasing scales, determining societal productivity
[8]. Geography and proximity are allowed to play a role by instantiating in random
two-dimensional lattice worlds.

Social co-evolutionary systems allow each individual to either influence or be
influenced by all other individuals as well as macro society [29] [35], perhaps eventually
becoming coupled and quasi-path interdependent. Accordingly, we instantiate
non-cooperative, socio-economic Prisoner’s Dilemma (PD) transaction games given the
similarity of agent i’s attribute vector (A’) of social, cultural, political and economic
preference (RSi, SE' D' and Y') to agent j’s attribute vector (Aj) for selected AV pairs. Here,
symmetric preference rankings and asymmetric neighborhood proximity distributions
allows “talk-span,” a Euclidean radius measure, to proxy for communications reach, social
connectivity and technology diffusion constraining the potential set of A” game pairs. Low
talk-span values restrict games to local neighborhoods among spatially proximate agents,

while higher talk-span values expand potential A’ pairs globally, modeling socially
compressed space.
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Fig. 2. HDD Architecture (implemented in NetLogo [34])

Following Social Judgment Theory, the attribute positions of two agents are conceived
as a Downsian continuum [11] [15] where distance between these positions symmetrically
affects the likelihood of one accepting the other’s position. Agent i evaluates the likelihood
of conducting a transaction with agent j based on similarity of socio-cultural preferences
IRS™-RS'| and ISE-SE| within the given neighborhood. This captures communications and
technology diffusion for frequency and social tie formation [22].

After transaction counterparties are identified, similarity is measured against an exogenous
threshold to gauge compatibility. If both parties are satisfied, compatible agents, endowed
with RAP cognition, enter into an engagement and search their memory for prior transactions
with their period ¢ counterparty. In the case of no prior transaction experience, agents
individually each select strategy S”; [Cooperate, Defect] probabilistically based on similarity
of political preferences as expressed by ID"-D/| [28].

In repeat transactions, agents have perfect memory of #-n and will predicate their
strategy in period 7 transactions on their counterparties’ 7-/ behavior such that §7, = Sj"j(,_ 1)-
Agents are unaware of counterparties’ strategy rule at any point in time. This can lead to
the emergence of stable productive relationships, bad relationships featuring pure
defection strategies over repeated interactions, and tit-for-tat relationships, where agents
alternate between strategies and never sync into a stable productive transactional
relationship. This reflects recent work on the affects on co-evolution of both dynamic
strategies and updating rules based on agent attributes [20] [23].

Following Nowak and Sigmund [24], we randomly assign game transaction values.
However, we do not asymmetrically constrain such values; any particular game transaction
value between pairs, V7 Ties in between [-.1, .1]. This instantiation allows for different potential
deal sizes, costs, or benefits. We specifically model socio-economic transaction games as
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producing either positive or negative values as we want to capture behavioral outcomes from
games with both upside gains or downside losses.

In our HDD framework, A; strategies are adaptive, which affect Aj; pairs locally within a
proximate radius as first order effects. Other agents, within the system but outside the talk-span
radius, are impacted through cascading higher orders. Agents simultaneously co-evolve as
strategy pair outcomes CC, DC/CD or DD at ¢ affect ¥'at #+1, thus driving both positive and
negative RS, SE and D feedback process through 7+ iterations. These shape A" attributes which
spur adaptation to a changing environment, summing ¥, RS’, SE' and D' vector values. Feedback
into subsequent A’ game selection networks and strategy choice yields a CAS representation
across multiple scales.

4 Sensitivity Analysis

In order to make more generalizable model inferences, Table 1 details the interactive
parameter effects' on economic prosperity Y, as well as strategy choice pairs CC, CD/DC
and DD. As all variables are relatively scaled, we can interpret magnitude and substantive
effects across OLS £ coefficients. The results reflect a quasi-global sensitivity analysis
with 500 agents in180 runs and 700 iterations in each run, randomly down-sampled for
pooled OLS tractability.

Table 1. Impact on Economic Development and Strategy Pairs

Model Economic CC CD DD
Economic 1.099* 0.666* 0.498*
(0.000) (0.000) (0.000)
Rational Secular 0.492* -0.354* -0.186* -0.137*
(0.000) (0.000) (0.000) (0.000)
Self Expression -0.128* 0.156* 0.071* 0.411*
(0.000) (0.000) (0.000) (0.000)
Democracy 0.262* 0.028* -0.209* -0.392*
(0.000) (0.000) (0.000) (0.000)
Cooperate 0.354*
(0.000)
Defect -0.080*
(0.000)
Talk-span 0.255* -0.199* -0.051* -0.068*
(0.000) (0.000) (0.000) (0.000)
Time -0.111* -0.176* -0.065* -0.334*
(0.000) (0.000) (0.000) (0.000)
Threshold -0.063* -0.204* -0.318* -0.365*
(0.000) (0.000) (0.000) (0.000)
RAP 0.024* -0.020* -0.289* -0.135*
(0.000) (0.000) (0.000) (0.000)
N 78591 81982 73499 61877
Prob >F 0.000 0.000 0.000 0.000
R-squared 0.946 0.809 0472 0.412
Root MSE 0.041 0.795 0.978 0.877

Numbers in parentheses are corresponding robust standard errors.
* Significance at 1% level.

! Parameter setting: talk-span =0, 1,4, 7, 10; threshold = 0, 0.04, 0.09, 0.16, 0.25, 0.36; RAP = true, false.
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Our first model on mean societal economic development Y confirms HD theory that
positive values of mean societal RS and D values significantly speed the pace of economic
development, although SE is significant and slightly negative; this may relate to a loss of
productivity when efforts in isolation are directed away from production and towards
self-expression. Looking at the impact of evolutionary games, we see that cooperation has
a stronger positive impact than defection or mixed strategies in increasing transaction
value to society. Talk-span spatial proximity is positive and significant, confirming priors
that increasing technology and compressing potential social space also speed development
processes. Time is slightly negative, indicating that economic prosperity is not endogenous to
the model. Threshold, agent willingness to engage in transactions, is slightly negative,
implying that reduced trust has a slightly negative impact on growth. Lastly, RAP is slightly
positive, suggesting increased cognition is beneficial in our simulated environment. Future
research will investigate to what extent the RAP coefficient increases with agent analytical
sophistication, and may include an endogenous “‘education” component.

5 Conclusions

Consistent with qualitative HD theory and empirical reality, our HDD model finds complexity
and nonlinear path dependence in three areas: adaptive development processes, social
co-evolutionary transactions and near equilibrium development trajectories. From a complex
adaptive system perspective on HD theoretical processes, economic progress is a necessary
condition for successful secularization and expressive political behavior, which are antecedents
for lasting democratic institutions. While modernization is not inevitable, our results support
empirical observations for a staged process where increasing existential security via economic
development leads to increased emphasis on rational-secular and self-expressive values that
results in societal development. Here we find that rational-secular norms strongly impact
economic growth and speed up the pace of development more than self-expressive societal
values alone. Beyond supporting HD theory, agents do adapt interactively with their
environments as mutual cooperation does result in higher societal wealth than defection alone
and is self reinforcing over time.

While only an initial, rough approximation at the truly complex, interdependent and highly
nonlinear nature of modernization, our HDD approach provides insights into the interactivity of
individual agency and societal outcomes seen through the lens of evolutionary games. Perhaps
techno-social simulations like HDD can assist policy makers and scholar alike, to better
understand, anticipate and shape positive social outcomes for all.
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Abstract. In this paper we try to understand how racial segregation
of the geographic spaces of three major US cities (New York, Los An-
geles and Chicago) affect the mobility patterns of people living in them.
Collecting over 75 million geo-tagged tweets from these cities during a
period of one year beginning October 2012 we identified home locations
for over 30,000 distinct users, and prepared models of travel patterns for
each of them. Dividing the cities’ geographic boundary into census tracts
and grouping them according to racial segregation information we try to
understand how the mobility of users living within an area of a particular
predominant race correlate to those living in areas of similar race, and
to those of a different race. While these cities still remain to be vastly
segregated in the 2010 census data, we observe a compelling amount of
deviation in travel patterns when compared to artificially generated ideal
mobility. A common trend for all races is to visit areas populated by simi-
lar race more often. Also, blacks, Asians and Hispanics tend to travel less
often to predominantly white census tracts, and similarly predominantly
black tracts are less visited by other races.

Keywords: Mobility patterns, racial segregation, Twitter.

1 Introduction

Sociologists and economists have long been trying to understand the influence
of racial segregation in the United States, on various social aspects like income,
education, employment and so on. Every decennial census has hinted the gradu-
ally decreasing residential racial segregation in many major metropolitans, but,
it is important to continually analyze the effects and how they change over time
to have a better understanding of today’s social environment.

In this paper, we try to understand if, and how, racial segregation affect the
way people move around in large metropolitans. Ubiquitously available data
from geo-location based sharing services like Twitter poses a prudent source of
real-time spatial movement information. Coalescing users belonging to racially
predominant geographic areas with their mobility patterns, we analyze to find
variations in travel to areas of similar and dissimilar races. We also build gen-
eralized models of ideal human mobility and create a corpus of travel activity

W.G. Kennedy, N. Agarwal, and S.J. Yang (Eds.): SBP 2014, LNCS 8393, pp. 11-18, 2014.
© Springer International Publishing Switzerland 2014
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analogous to the actual data. Comparing the actual mobility of users to the ideal
models, we look for bias and interesting behavior patterns and dynamics in three
U.S. cities- New York, Los Angeles and Chicago.

2 Related Work

A number of studies ([1], [2], [3]) have accounted for the qualitative statistics of
racial segregation in major U.S. metropolitans, and how its extent has changed
over time. Most of these studies use one or more of the five indexes explained by
Massey and Denton [4] to compare the magnitude of segregation between two
racial groups. Analyzing data from the 1980 census in 60 U.S. metropolitans,
Denton and Massey’s [1] findings indicated that blacks were highly segregated
from white in all socioeconomic levels, relative to Hispanics or Asians. Although
the levels of segregation has declined modestly during the 1980s [5], through the
1990s [2], and up to 2000 [3], blacks still remain more residentially segregated
than Hispanics and Asians. Clark [6] points out that although a certain degree of
racial integration is acceptable it is unrealistic to expect large levels of integration
across neighborhoods, because there exists a tendency for households of a given
race to cluster with others of similar race [7].

Veering from the conventional studies that measure the extent of segregation,
few researchers have tried to identify social problems arising as a result of it.
Peterson and Krivo [8] studied the effect of racial segregation on violent crime.
Card and Rothstein [9] found that black-white SAT test score gaps during 1998-
2001 were much higher in more segregated cities compared to nearly integrated
cities. In our study, we consider another interesting effect- biases in mobility
patterns as a result of segregation, and at the same time shed some light on the
extent of segregation in the 2010 census data.

Spatiotemporal models of human mobility have been studied on various
datasets, such as circulation of US bank notes [10] and cell phone logs [11].
Temporal human activities like replying to emails, placing phone calls, etc. are
known to occur in rapid successions of short duration followed by long inactive
separations, resembling a Pareto distribution. The truncated power law distri-
bution characterizing heavy-tailed behavior for both distance and time duration
of hops between subsequent events in a trajectory of normal travel pattern has
been established by many studies [10], [11]. Although geo-location based data
from Twitter has been used in several applications like spotting and tracking
earthquake shakes [12] and street-gang behavior [13], it has not been used to
model effects of racial segregation on mobility patterns and behavior.

3 Data Description

Census Tracts and Racial Segregation Data. To build a geographic scaf-
folding for our experiments, we use census tract polygons defined by the U.S.
Census Bureau! in three large metropolitans- New York City, Los Angeles and

! http://www.census.gov/
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(b) Los Angeles

Fig.1. Figure shows racial segregation maps for (a) New York City, (b) Los An-
geles, and (c) Chicago. Colors- blue:white, green:black, red:Asian, orange:Hispanic,
brown:others. Note: The maps show only a portion of the entire city.

Chicago. Census tracts are small, relatively permanent statistical subdivisions
of a county or equivalent entity, typically having a population between 1,200
and 8,000 people. Census information is also available for city blocks, however,
using such small geographic entities would account for scarce user movement
data. Census tract shapefiles can be downloaded from the National Historical
Geographic Information System (NHGIS) website?.

To find the predominant race in each census tracts we use table P5 (Hispanic
or Latino Origin by Race) in the 2010 Summary File 1 (SF1), also available on
the NHGIS website. Table P5 enumerates the number of people in each census
tract belonging to the racial groups- non-Hispanic White, non-Hispanic Black,
non-Hispanic Asian, Hispanic or Latino, and other. The population of these
five categories sums up to the total population of the tract. The predominant
race in a tract is the one having a majority (50% or more) population. Figure
1 shows census tract boundaries color coded by the majority race. The tracts
with a lighter shade of color represents the ones where the race with maximum
population did not have a 50% majority.

2 https://www.nhgis.org/
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Users and Twitter Data. Once the geographic canvas is ready, we need hu-
man entities to model mobility patterns. An ideal dataset would consist of a
large set of people, location of their homes and their daily movement traces on
a geographic coordinate system. Since such a corpus is difficult to build and
acquire, we consider an alternative source- Twitter. A geo-tagged tweet is up
to 140 characters of text and is associated with a user id, timestamp, latitude
and longitude. Frequent Twitter users who use its location sharing service, would
produce a close representation of their daily movement in their tweeting activity.

We collected strictly geo-tagged tweets using Twitter’s Streaming API? and
limited them to the polygon bounding the three cities New York, Los Angeles
and Chicago. This way, we received all tweets with location information and not
just a subset. We disregard all other fields obtained from Twitter, including the
user’s twitter handle, and in no way use the information we retain to identify
personal information about a user. Over a period of one year, beginning October
2012, we accumulated over 75 million geo-tagged tweets.

Next, we try to identify home locations of users by following a very straight
forward method based on the assumptions that users generally tweet from home
at night. For each unique user we start by collecting all tweets between 7:00pm
and 4:00am, and apply a single pass of DBSCAN clustering algorithm [14]. The
largest cluster produced by the cluster analysis is chosen as the one corresponding
to the user’s home, and its centroid is used as the exact coordinates. Skipping
users with very few tweets, and ones for whom a cluster could not be formed,
we were able to identify home locations for over 30,000 unique users. A user
is assigned to a particular census tract if the coordinates of his/her home lies
within its geographic bounds, and is assumed to belong to the race of majority
population in that tract.

Once these preprocessing steps have been carried out, we are left with a rich set
of data comprising of users, their race, their home location, and their movement
activity on a geographic space. This data will act as the seed for all our following
experiments.

4 Experimental Setup

Keeping in line with our primary objective of identifying effects of racial segrega-
tion on movement behavior, we calculate number of visits among users living in
tracts of different races. Human mobility, however, tends to follow uniform pat-
terns and can be simulated by parameterized models. The question that arises
is whether or not by visiting a tract of similar or dissimilar race, a user is simply
adhering to the ideal movement pattern he/she is supposed to follow, or is there
a bias due to the presence of a particular race. To answer this question, we build
models of movement patterns for each of the three cities and generate synthetic
datasets. Measuring the variation of actual mobility data from the ideal (sim-
ulated) movement patterns would indicate the presence of any inter-race bias.
This steps involved in this process are explained next.

3 https://dev.twitter.com/
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(a) New York Actual
— Fit
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(b) Los Angeles Actual
— Fit
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(c) Chicago Actual
— Fit
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Fig. 2. Figure shows displacement from home while tweeting in (a) New York City,
(b) Los Angeles, and (c) Chicago

4.1 Models of Movement Pattern

An established characteristic of human mobility is its Levy flight and random
walk properties. In essence, the trajectory of movement follows a sequence of
random steps where the step size belongs to a power law distribution (probability
distribution function (PDF): f(x) = Cz® ), meaning, there are a large number
of short hops and fewer long hops. As shown in [13] the distance from home
while tweeting also follows a power law distribution.

Figure 2 shows the distance from home distribution over the range 100m to
50km, and the corresponding least square fit for power law in the three cities. As
a test of correctness we use a two-sample Kolmogorov-Smirnov test, where the
null hypothesis states that the two samples are drawn from a continuous power
law distribution. In each case, the null hypothesis was accepted with significance
(p < 0.05), hence verifying the correctness of the parameter fits. Tweets within
100m from the home location of users were removed as such small shifts in
distance may occur due to GPS noise even when the user is stationary.

As shown in [13], the direction of travel from home also follows a uniform
distribution, only to be skewed by physical and geographic barriers like freeways,
oceans etc. For computational simplicity we disregard any such skew and assume
that the distribution follows a perfect uniform distribution, i.e. equally likely
to travel in any direction. The resulting PDF, shown below, is the product of
two probabilities- one for distance and the other for direction of travel 8 (¢ is
constant).

f(z) = Cz* x ; (1)

Artificial location data for a user is generated by creating a random sample
from the distribution in Equation 1. Keeping the number of simulated tweet
locations equal to the number of actual tweets, a synthetic dataset is created by
sampling for each user.
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(c) Chicago

Fig. 3. Figure shows fraction of visits between each of the four race in the three cities.
Colors- blue:white, green:black, red:Asian, orange:Hispanic.

5 Results and Discussion

With the artificial data being a representation of ideal movement pattern one
should follow, the comparison with actual movements yield a number of inter-
esting results. Figure 3 shows, for each of the three cities, fraction of visits by
people living in white, black, Asian and Hispanic tracts, alongside the simulated
ideal fractions. As clearly visible, the actual movement patterns of users deviate
significantly from the expected behavior.
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A noticeable trend for any given race is that visits are always higher to tracts
of similar race, with the difference from simulated visits for blacks, Asians and
Hispanics being very high, going up to four times for Asians. The difference is
not as high for whites, however, both the actual and simulated fractions are
noticeably larger than visits to any other races. This is explained by the fact
that there are far too many white tracts compared to other races, and white
segregation clusters are large as well. While visiting tracts of other races the
actual and simulated data are very close except in New York and Chicago where
the actual visits by people living in white tracts to black tracts are over 50%
less than what ideally should have been. Likewise, people living in black tracts
in all three cities would visit white tracts less often, while their visits to Asian
and Hispanic tracts does not skew much from the artificial data. Hispanics in
New York and Chicago visits blacks less often than expected, but it is just the
opposite in Los Angeles.

In general, visits to white tracts by blacks, Asians and Hispanics are always
much lower than simulated. The only exception to this trend is for Asians in
Chicago, where there are very few tracts with a majority Asian population,
meaning, it could simply be a bias in sample size. The visits to predominantly
black tracts by other races is also lower than the artificial data, although there is
an interesting exception in Los Angeles where Asians and Hispanics visit blacks
more often than expected.

It is fascinating to see that all races are biased towards areas of identical
race, and tend to keep away from others. It is also interesting to note that these
trends do not resonate equally in all cities. For example, blacks in New York and
Los Angeles, would visit Hispanics close to or even more than expected, but in
Chicago the fraction of visits is less.

6 Conclusion

In this paper we try to understand the effects of racial segregation on mobility
patterns of people living in three major U.S. metropolitans- New York City, Los
Angele and Chicago. We assembled a dataset comprising of human entities, their
home locations and daily movement data by accumulating geo-tagged tweets
from these cities and performing simple preprocessing steps. The human entities
were combined with geographic entities, in this case census tract polygons, and
each user was associated with a particular race homologous to the race with
majority population in that tract, as calculated from the 2010 census data.
Building parameterized models of human mobility for these cities we generated
synthetic data to compare with the actual movement of people. We observed
significant effects of racial segregation on people’s mobility, leading to some
interesting observations.

Although racial segregation in the U.S. has been decreasing in the past few
decades the major metropolitans are still vastly segregated. People living within
tracts of any particular race are biased towards other races and tend to visit
tracts of similar race more often. However, the difference in visits to other races
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is not evenly distribute. Blacks, Asians and Hispanics usually have a higher
percentage of difference in their visits to white tracts, and similarly, black tracts
are less visited by other races. Within these patterns we also observed some
variations among the three cities, for example, the higher than expected visits
to black tracts in Los Angeles.

Our approach allows to use readily available geo-location based data from
Twitter to model human mobility and investigate effects of geographic and soci-
ological constraints. However, this approach is far from being perfect and opens
up numerous avenues for future research. For instance, census tracts have people
from different races living in them, but human entities are designated to the race
with majority population, when in reality they may belong to a different race.
Another assumption we made was the uniform distribution of direction of travel.
It would be interesting to introduce skews in the distribution according to the
presence of geographic barriers.
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Abstract. Most leading computational theories of decision-making under risk
do not have mechanisms to account for the incorporation of cultural factors.
Therefore, they are of limited utility to scholars and practitioners who wish to
model, and predict, how culture influences decision outcomes. Fuzzy Trace
Theory (FTT) posits that people encode risk information at multiple levels of
representation — namely, gist, which captures the culturally contingent meaning,
or interpretation, of a stimulus, and verbatim, which is a detailed symbolic re-
presentation of the stimulus. Decision-makers prefer to rely on gist representa-
tions, although conflicts between gist and verbatim can attenuate this reliance.
In this paper, we present a computational model of Fuzzy Trace Theory, which
is able to successfully predict 14 experimental effects using a small number of
assumptions. This technique may ultimately form the basis for an agent-based
model, whose rule sets incorporate cultural and other psychosocial factors.

Keywords: framing, gist, verbatim, cultural modeling.

1 Introduction

Anthropologists, such as Mary Douglas (e.g., [1]) argue that a group member’s per-
ception of risk is driven by cultural norms that define that group’s identity. Similarly,
Jasanoff (e.g., [2]) and others in the field of Science and Technology Studies, argue
that risk is a social construct that is group-based. In contrast, scholars such as Suns-
tein (e.g., [3]) argue that risks are objective, and must therefore be addressed in a
manner consistent with known statistics. In this paper, we draw upon Fuzzy Trace
Theory (FTT; e.g., [4]), a theory of decision-making under risk, which explicitly ac-
knowledges that risk perception contains elements of subjective perception that are
shaped by culture, emotion, and prior experience. Our goal here is to formalize FTT,
thereby generating a computational theory that can be used to predict the outcomes of
risky decisions given the gists that are held by a member of a given group. We will
therefore specify the theory to such an extent that it may be used as a set of rules, e.g.,
for a population of agents within an agent-based model. To that end, we have generat-
ed a novel computational representation of FTT, which is described in Section 2.
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Adherents of the expected utility paradigm claim that a rational decision-maker
would choose between two risky options based upon which option yielded the largest
expected payoff. Nevertheless, previous studies, most notably those of Tversky and
Kahneman ([5]), have demonstrated the existence of consistent heuristics and biases
in human decision making, using scenarios such as what has become known as the
Disease Problem (DP) in the decision-making literature:

“Imagine that the U.S. is preparing for the outbreak of an unusual Asian disease,

which is expected to kill 600 people. Two alternative programs to combat the

disease have been proposed. Assume that the exact scientific estimates of the
consequences of the program are as follows:

If Program A is adopted, 200 people will be saved

If Program B is adopted, there is a 1/3 probability that 600 people will be saved

and a 2/3 probability that no people will be saved.” [5]

A second framing contains the same preamble, but presents the following options:

“If Program C is adopted 400 people will die.

If Program D is adopted there is a 1/3 probability that nobody will die, and a

2/3 probability that 600 people will die.”
Although subjects are more likely to choose option A than option B, they are more
likely to choose option D than option C, even though these problems are mathemati-
cally identical. Adherents of the heuristics and biases approach point to Prospect
Theory (PT; [6]) which weights losses and gains relative to an individual’s reference
point differently. PT and its successor, Cumulative Prospect Theory [7], both retained
utility theory’s assumption of a continuous and monotonic utility function. Such con-
tinuous models tend to be favored because they are computationally tractable.

According to Fuzzy Trace Theory (FTT), these, and similar, decision options are
stored at a categorical, qualitative level of processing — known as gist — which is en-
coded simultaneously with the detailed verbatim numbers. “The gist of a decision
varies with age, education, culture, stereotypes worldview, and other factors that
affect the meaning or interpretation of information...” [8]. According to FTT, the
majority of subjects in the gain frame of the DP prefer option A (D) because they
interpret its decision options as:

A) Some live (die) vs.

B) Some live (die) OR none live (die)

A central tenet of FTT is that detailed representations of these numerical options
are recorded, but that the gist representation is used preferentially, especially when
verbatim decision-making is insufficient to distinguish between decision options.
Finally, when a decision between gist categories is made, it is made on the basis of
simple binary valenced affect. (e.g., good vs. bad, approach vs. avoid, etc.).

We have implemented our theory in a computer program that makes predictions
regarding outcomes in risky-decision problems. The theory and its computer imple-
mentation successfully predict the outcome of 14 different experimental effects
reported in the literature. We further test our theory against the outcomes of a meta-
analysis of 13 studies reported in the literature. We begin with a description of the
theory.
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2 A Theory and Model of Risky Decision-Making

Fuzzy Trace Theory makes four main predictions about risky decision problems:

1. Decision options are encoded at a detailed verbatim level and a high level of ab-
straction — or gist — simultaneously. Effects that are not consistent with expected
utility, such as framing, may arise when decision options encode different gists.

2. Choices between gist categories are made upon the basis of binary valenced affect.
Decision-makers prefer the positive-affect option.

3. When categorical contrasts are not possible, decision-makers will revert to more
precise gists, e.g., ordinal representations, and framing effects will be attenuated.

4. Gist categories are encoded based upon a subject’s prior experience (e.g., cultural
norms). These take the form of categorical contrasts, such as psychologically spe-
cial representations of numbers (e.g., all, none, certainty, etc) and may be culturally
contingent. Changing these will change what gists are encoded.

Rivers et al., [9] illustrate FTT with the example of an underage adolescent who
must decide between two options for how to spend her evening. She can go to a fun
party where alcohol is served, but which might be broken up by parents (and therefore
take a risk of being culturally sanctioned); or she can go to a sleepover that is not as
much fun, but is also not culturally sanctioned (and therefore not take a risk). Suppose
the adolescent knows that the sleepover will be fun with certainty, whereas there is a
90% chance that the party will be twice as much fun as the sleepover, but there is a
10% chance that the parents will shut the party down, which is no fun. A classically
rational decision-maker would play the odds — i.e., they would attend the risky party
because, on average, the party is likely to be 1.8 times as fun as the sleepover. In con-
trast, a decision-maker who relies only on gist interpretations would perceive the
choice as between some fun with certainty (the sleepover) and maybe some fun but
maybe no fun (the party). This gist-based decision-maker would choose the sleepover.

This gist hierarchy has been implemented as part of a computational model of de-
cision-making under risk, which makes predictions for outcomes. We next describe
our theory and illustrate its workings with examples from the computer program.

We begin by representing our decision problem in a decision space, where each
axis corresponds to a variable of interest. Our computer program first prompts the
user to indicate the number of axes in the decision space, and the names of these axes.
In the adolescent decision problem, one axis would represent some quantity of fun,
whereas a second axis would represent the probability with which that fun is attained.
Each point in our space is a complement in a decision option.

The gist routine partitions this space into categories, each representing a set of
points in the space. According to the theory, these categories may arise from the deci-
sion-maker’s prior knowledge and expectations, as well as psychological regularities.
For example, there is strong evidence to indicate that some of a quantity is psycholog-
ically different than none of a quantity [10-13], leading most decision-makers to
distinguish between these categories. Similarly, “all” of a quantity is treated qualita-
tively distinct manner [14]. Analogously, no chance (probability = 0%) and certainty
(probability = 100%) are psychologically distinct values on the probability axis [7].
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After collecting information about the decision space (i.e., what are its axes/major
variables), our program prompts the user to enter constraints on the decision space.
These constraints take the form of an algebraic expression that is set equal to zero.

2.1  Categorical Routine

Once the decision-space has been established, the user enters the decision options
describing the problem. For each axis in the space (i.e., each variable), the user enters
the numerical data as it appears in the decision problem. An element of the problem
may not be explicitly specified (for example, in the DP, where the probabilities in
options A and C are not given, even though they are implicitly assumed to be 100%).
In such cases the user leaves the field blank, and is subsequently prompted to enter
the implicit value. The computer implementation of the theory uses an internal
representation corresponding to the categories of the space in which each decision
complement is located. These categories are then compared in a pairwise fashion — for
each pair of different decision complements that are in different decision options, the
user is prompted to indicate which complement is preferred, corresponding to the
decision-maker’s valenced affect; values are required to choose between categories.

2.2  Ordinal Routine

If two decision-options fall into the same category the decision-maker is indifferent
between these complements at the categorical level. Our theory predicts that the
decision-maker will descend the gist hierarchy, and revert to a more precise ordinal
representation of the decision options. When this happens in our computer implemen-
tation, the user is asked to indicate the preferred direction along each of the axes in
our decision space. The decision-options are then compared independently along each
axis. For example, if our hypothetical adolescent knew for certain that the parents
would not break up the party (thereby removing the categorical possibility of no fun),
she would face a choice between two options, which advertise “some fun with cer-
tainty.” She would choose the party because it would be “more fun” in contrast to the
sleepover, which would be “less fun.” If one of the options is preferred along at least
one axis, and equal to or preferred along each of the other axes, then this option is
chosen.

It may occur that the options are equal along all dimensions, or preferred along one
dimension, but not preferred along at least one other dimension. For example, if, in-
stead of parental intervention, our hypothetical adolescent suspected that there was a
10% chance that adult supervision would be present at the party to ensure that it re-
mained dry — an option that would be half as much fun as the sleepover — then the
adolescent would have to choose between an option that is interpreted as more fun
with some chance and less fun with some chance, and an option that is some fun with
certainty. Here the decision-maker is also indifferent at the ordinal level.
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2.3  Interval Routine

Our theory predicts that all decision-makers also use yet a more precise interval
representation. Here, the user is asked to indicate if there were any implicit decision
options that had been left out in earlier routines. For example, truncated complements
or implicit probabilities might be added. In this case, our computer implementation
calculates the expected utility value of each of the decision options, and chooses the
options with the highest such value. In the adolescent example, the adolescent would
choose to go to the party because it would be 1.85 times as fun (that is 2 * 0.9 + 0.1 *
0.5), on average, than the sleepover. If one option’s expected utility dominates, then
this option is chosen; otherwise the decision-maker is indifferent at the interval level.

3 Testing Our Model

This model does not incorporate an error term, and is therefore deterministic. It suc-
cessfully predicts the modal outcome of each experiment in Table 1.

Table 1. Overview of the 14 effects replicated by our model (Sources: [15-18] & Table 2)

Experimental Effect Outcome

A: 200 live B: 1/3 * 600 live or 2/3 * none live A

C: 400 die D: 1/3 * 600 die or 2/3 * none die D

A: 200 live B: 1/3 * 600 live Indifference
C: 400 die D: 2/3* 600 die Indifference
A:200 live B: 2/3 * none live Strong A

C: 400 die D: 1/3 * none die Strong D

A: 200 live B: 1/3* all live or 2/3 * none live Attenuated
C: 400 die D: 1/3 * none die or 2/3 * all die Attenuated
A: 200 live and 400 don’t live B: 1/3 * 600 live or 2/3 * none live  Indifference
C: 400 die and 200 don’t die  D: 1/3 * none die or 2/3 * 600 die Indifference
A: 400 do not live B: 1/3 * 600 live or 2/3 * none live B

A: 200 do not die B: 1/3 * none die or 2/3 * 600 die C

A: $1m with certainty B: 0.89*$1m or 0.1*$5m or 0.01*$0 Weak A
C:0.89 *$0 or 0.11*$1m D: 0.90*$0 or 0.10*$5m Strong D

3.1 Meta-analysis

We next performed a meta-analysis of 13 studies to test our prediction that changing
the interpretation of an existing problem, without changing the numerical information,
would change what gists are encoded. We examined studies in the literature that de-
viated from Tversky & Kahneman’s original experimental protocol by substituting the
word “all” to options B and D in the DP. The new options B & D read:

B) Some chance that all live and some chance that none live

D) Some chance that all die and some chance that none die
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The effect sizes for these studies were calculated using Cramer’s V — the difference
between the proportions of the samples that chose each option in each frame (thus, a
perfect framing effect in which every subject chose option A would have an effect
size of 1.0, whereas no framing effect, in which subjects were equally likely to choose
options A and B, would have an effect size of 0) — and then compared to the corres-
ponding effect sizes for those studies in the literature that replicated Tversky &
Kahneman’s original protocol. Results are shown in Table 2. We analyzed only be-
tween-subjects comparisons so as to avoid the heuristic override effect [19].

Table 2. Results of our meta-analysis showing the effect of including the word "All"

Hypothetical
Population p-value  Effect
Size Wording Reference N (Chi Square) Size
60 Standard [20] 213 <0.001 (12.27) 0.24
Includes [21] 80 0.813 (0.07) 0.03
"All" [22] 63 0.458 (0.51) 0.09
[5] 307 <0.001 (76.75) 0.50
[23] 90 <0.001 (21.61) 0.49
600 [24] 244 <0.001 (49.41) 0.45
[25] 292 <0.001 (31.80) 0.33
[26] 148 <0.001 (29.97) 0.45
Standard [27] 105 <0.001 (20.33) 0.44
Includes [21] 100 0.005 (7.84) 0.28
"All" [22] 65 0.005 (7.96) 0.35
6000 Standard [28] 46 0.003 (8.91) 0.44
Includes [21] 88 0.055 (3.52) 0.20
"All" [22] 61 0.029 (4.78) 0.28

For hypothetical population sizes of 60 and 6000, at least one of the tests including
the word “all” did not have a significant framing effect. Furthermore, when combin-
ing across all three population sizes, effect sizes for tests using the word “all” are
significantly smaller than they are for tests that follow the standard DP formulation
(Mann-Whitney U test; U = 44.0; p=0.004). Note that overall effect sizes for popula-
tions of size 60 are smaller than those for larger populations. We explain this by the
fact that 20 is interpreted as essentially nil [29], attenuating the framing effect.

3.2 Discussion

As the combined results of Tables 1 and 2 suggest, our theory successfully predicted
the outcomes of the fourteen effects studied. These results support our theory and its
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implementation. These studies showed that individuals tend to exhibit framing effects
when decision options encode different gists (prediction 1), as in the standard, as op-
posed to non-zero-truncated, DP, and the first decision of the Allais Paradox. Fur-
thermore these choices are based on valenced affect (prediction 2) — i.e., some money
is better than no money; some lives saved is better than no lives saved, but some die is
worse than none die, etc. When categorical contrasts are not possible, decision-
makers will revert to more precise representations (prediction 3). Thus, we see indif-
ference in the zero-complement-truncated DP, and maximization of expected utility in
the second gamble of the Allais paradox because both options have the gist of “some
money with some chance, or no money with some chance.” Finally, gist categories
are encoded based upon interpretations which, when changed, can change subjects’
behaviors (prediction 4). Thus, adding the word “all” to the standard DP attenuates
the framing effect because a decision-maker must choose between an option that ad-
vertises “some saved with some chance” and an option that advertises “none saved
with some chance OR all saved with some chance.” To our knowledge, no rival theo-
ries are able to explain these several different effects within one unified framework.
Furthermore, our approach is the only one to explain the circumstances under which
subjects will use qualitative and categorical (i.e., discrete) representations of numbers,
rather than continuous and quantitative representations. Critics might take issue with
our notion of constraints, because it is in principle possible to find some constraint
that will yield results consistent with data after the fact. Our reaction to this claim is
that we only use constraints that are grounded in empirically validated patterns — i.e.,
some-none or all-some distinctions. For these, our model predicts an attenuated fram-
ing effect, and the data from several studies bears out this prediction. The effects
explained by our model are therefore robust and novel, lending support to our
hypothesis that risky decisions are made upon information that is encoded simulta-
neously at multiple levels of abstraction, and that resulting categories are culturally
contingent.
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Abstract. We consider the problem of labeling actors in social networks where
the labels correspond to membership in specific interest groups, or other attributes
of the actors. Actors in a social network are linked to not only other actors but
also items (e.g., video and photo) which in turn can be linked to other items or
actors. Given a social network in which only some of the actors are labeled, our
goal is to predict the labels of the remaining actors. We introduce a variant of the
random walk graph kernel to deal with the heterogeneous nature of the network
(i.e., presence of a large number of node and link types). We show that the result-
ing heterogeneous graph kernel (HGK) can be used to build accurate classifiers
for labeling actors in social networks. Specifically, we describe results of exper-
iments on two real-world data sets that show HGK classifiers often significantly
outperform or are competitive with the state-of-the-art methods for labeling ac-
tors in social networks.

1 Introduction

Social networks (e.g. Facebook) and social media (e.g. Youtube) have provided large
amounts of network data that link actors (individuals) with other actors, as well as
diverse types of digital objects or items e.g., photos, videos, articles, etc. Such data are
naturally represented using heterogeneous networks with multiple types of nodes and
links. We consider the problem of labeling actors in social networks where the labels
correspond to membership in specific interest groups, participation in specific activities,
or other attributes of the actors. However, in many real-world social networks, labels are
available for only a subset of the actors. Given a social network in which only some of
the actors are labeled, our goal is to predict the labels of the remaining actors.
Accurate prediction of actor labels is important for many applications, e.g., recom-
mending specific items (e.g., movies, musics) to actors. A variety of approaches to
labeling nodes in social networks have been explored in the literature including meth-
ods that develop a relational learner to classify an actor by iteratively labeling an actor
to the majority class of its neighbors [1, 2]; methods that effectively exploit correlations
among the labels and attributes of objects [3—5]; semi-supervised learning or transduc-
tive learning methods [6, 7] such as random-walk based methods [8, 9] that assign a
label to an actor based on the known label(s) of objects represented by node(s) reach-
able via random walk(s) originating at the node representing the actor. However, with
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the exception of RankClass [10], Graffiti [8], EdgeCluster [11], and Assort [12, 13],
most of the current approaches to labeling actors in social networks focus on homo-
geneous networks, i.e., networks that consist of a single type of nodes and/or links.
RankClass and Graffiti offer probabilistic models for labeling actors in heterogeneous
social networks. EdgeCluster mines the latent multi-relational information of a social
network and convert it into useful features which can be used in constructing a classi-
fier. Assort augments network data by combining explicit links with links mined from
the nodes’ local attributes to increase the amount of the information in the network and
hence improve the performance of the network classifier [2]. Against this background,
we introduce a heterogeneous graph kernel (HGK), a variant of the random walk graph
kernel for labeling actors in a heterogeneous social network.

HGK is based on the following intuition: Two actors can be considered ‘“similar”
if they occur in the similar contexts; and “similar” actors are likely to have similar
labels. We define the context of an object to include its direct and indirect neighbors and
links between those neighbors. The similarity of two actors is defined in terms of the
similarity of the corresponding contexts. We extend the random walk graph kernel [14—
16] which has been previously used for labeling nodes in homogeneous networks to the
setting of heterogeneous networks. The resulting HGK is able to exploit the information
provided by the multiple types of links and objects in a social networks to accurately
label actors in such networks. Results of experiments on two real-world data sets show
that HGK classifiers often significantly outperform or are competitive with the state-of-
the-art methods for labeling actors in social networks.

2 Preliminaries

A social network can be considered as a heterogeneous network of multiple types of
objects and links. Formally, we define a social network as follows.

Definition 1. Heterogeneous Social Network. A heterogeneous social network with
multiple types of objects and links is represented by a graph G = (V, E) in which
V ={Vi1 UV, U...UV,}isavertex set where V,, denotes the set of vertices of type p;
and E = {UEp,|1 < p,q < m} is an edge set where Epq = {(z,y) |x € V,,y € V,}
is a set of edges between the two objects of types p and q, respectively.

We define the transition probability between a node x and its neighbors as being
inversely proportional to the number of x’s neighbors and the probability of remaining
at node x with a certain stopping probability. Let T},, be the transition probability matrix
between nodes in V}, and V;, (note that T}, # Tg,,) and S, be the stopping probability
matrix of nodes in V. Let A € {V3,V5,---,V,,} be a set of actors in a network, we
formally describe our problem as follows. Consider a social network in which each actor
x € A belongs to one category in C' = {¢1,ca,- - ,cn }+ and a subset of labeled actors
AL, our task is to complete the labeling for unlabeled actors in the subset AV = A— AL,
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3 Heterogeneous Graph Kernel

3.1 Kernel Function

We consider two objects to be similar if they occur in similar contexts. We generalize
the marginalized kernel [14] that has been used for computing similarity between two
objects in a homogeneous networks to the heterogeneous network setting as follows.

Let = be a node in a heterogeneous network G, and let h, =z —x1 —x3 — -+ — 14
be a random walk starting from x with the length of [. The probability of h, is de-
fined as: P (hy,) = P, (z1|x) Py (x2]z1) - -+ P (w]z1-1) Ps (x1) where P is stopping
probability and P is transition probability.

We assume that the stopping probability for all nodes of all types is Ps = p
(0 < p < 1).Let Ny (x;—1) be the neighbors of type ¢ of x;_1, then we have:

m
> Y Pimilwio) + P(wi)=1 (1)
q=1z;eNg(zi1)

Suppose that z;_; is an object of type p. Let w,,, be the transition probability weight
(TPW) from type p to type ¢ where Zq wpq = 1. Then, Zzie/\fq(zi,l) P, (zi]wi—y) =
(1 — p) wpy. Transition probabilities from x;_1 to neighbors z; of type ¢ are assumed

(1—p)wpq

to be equal, i.e., P; (z;]z;—1) = N, (s3] We define the linking preferences of type p
to be proportional to the TPWs of type p, i.e., Wp1 : Wp2 : ... : Wpm. In the absence of

prior knowledge, we assume that Vg : 1 < g < m, wy, are equal.
We define the kernel induced similarity between two objects x and y of type p as
follows.

KP (z,y) = ZZRh (ha, hy) P (hy) P (hy) (2
ho hy
where K? (,y) is akernel function; Ry, (h,, h,), the similarity between two paths h,,
and h,, is equal to 0 if they are of different lengths; otherwise, R, = Hizl Ro (x4, ys)-
If z; and y; are of the same type (say p), then Ry (z;,y;) = R} (x;,y;) where R} (z;,v;)
is defined using Jaccard similarity coefficient on the sets of directed neighbors of x; and
1y; as follows.

2gm1 o (i) N NG (3]
2gm1 Wy (i) U NG (3i)]

where N, (z;) and N, (y;) are neighbors of type ¢ of objects x; and y;, respectively.
Otherwise, Ry (z;,y:;) = 0.

R (i, yi) = 3

3.2 Efficient Computation

Computing the kernel value between two nodes by generating random walks starting
from the two nodes is computationally expensive. We adapt a technique introduced
in [14, 17] for efficient computation of the random walk graph kernel in the case of
homogeneous networks to the heterogeneous network setting as follows.

K?(z,y) =Y Rl (z,y) (4)
=1
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where R (x,y) is recursively defined using matrix form as follows: R = >0 | Tpq

(REo R} )T, and RY = "0, (Tpg © Spq) RE (Tpg 0 Spq)'. T, is transpose of T,
and “o” is Hadamard product (see the Appendix A and B for the formation and conver-
gence proof of (4), respectively).

Let d = max (|Vi],...,|Vi|), then the time for computing kernel matrix corre-
sponding to a random walk of length of 1 (i.e., Ry) is O (|Vp\d2). The time for com-
puting kernel matrix R; (I > 1) is O (d‘s) As a result, time complexity for computing

kernel matrix for type p is O (ldS).

3.3 Learning to Label Actors in Social Network

We first compute the kernel matrix that captures the pair-wise similarity between actors
and normalize it to obtain: K? (z,y) = K’ (=.9)/,/Kr(z,2)K?(y.y). We train a support
vector machine (SVM') using HGK for labeling actors in social networks?.

4 Experimental Settings and Results

We describe results of experiments that compare the performance of HGK with that of
several baseline classifiers. We also study the sensitivity of the performance of HGK to
length of random walk and to linking preferences of type actor.

4.1 Social Media Data

We crawled two real-world heterogeneous social networks. The first data set is from
Last.fm music network. We manually identified 11 disjoint groups (categories of users
who share similar interests in music e.g., http://www.last.fm/group/Metal
in the case of users who enjoy Heavy Metal) that contain approximately equal number
of users in the network; we then crawled users and items and the links that denote
the relations among the objects in the network. In particular, the subset of the Last.fm
data that we use consists of 1612019 links that connect 25471 nodes. The 25471 nodes
belong to one of 4 types: 10197 users (actors), 8188 tracks, 1651 artists and 5435 tags;
The 1612019 links belong to one of 5 types: 38743 user-user, 765961 user-track, 8672
track-artist, 702696 track-tag, and 95947 artist-tag links.

Our second data set is from Flickr. We manually identified 10 disjoint
groups (communities of users who share the same taste in pictures e.g.,
http://www.flickr.com/groups/iowa/ in the case of users who share an
interest in pictures that relate to the state of lowa) of approximately equal numbers of
users. The data set constructed by crawling the Flickr network contains 361787 links
that connect 22347 nodes. The nodes are of one of three types: 6163 users, 14481 pho-
tos, and 1703 tags; and the links are of one of three types: 88052 user-user, 144627
user-photo, and 129108 photo-tag. In both data sets, we use the group memberships of
users as class labels to train and test all models.

"http://www.csie.ntu.edu.tw/~cjlin/libsvm/
2 The method can be applied more generally, e.g., for labeling any type of nodes in social
networks.


http://www.last.fm/group/Metal
http://www.flickr.com/groups/iowa/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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4.2 Methods

We compare the performance of SVM trained using HGK with several state-of-the-art
methods for labeling actors in social networks:

1. Weighted-Vote Relational Neighbor Classifier with network data augmentation
(wvRN-Assort) [2, 12, 13]: a method that first augments networked data by com-
bining explicit links with links mined from the nodes’ local attributes and then uses
the augmented network as input to a Weighted- Vote Relational Neighbor Classifier.

2. Network-Only Link-Based Classification with network data augmentation (nL.B-
Assort) [2, 12, 13]: a method which is similar to wvRN-Assort but uses the aug-
mented network as input to a Network-Only Link-Based [4] classifier that
constructs a relational feature vector for each node by aggregating the labels of
its neighbors which is used to train a logistic regression model.

3. EdgeCluster [11]: a method which extracts the social dimensions of each actor, i.e.,
the affiliations of the actor in a number of latent social groups and uses the resulting
features to generate a discriminative model to classify actors.

4. EdgeCluster-Cont [11]: a method that combines both social dimensions and fea-
tures extracted from user profiles to build predictive models. For both data sets, we
report results obtained using a subset of user profile features (e.g., artists, tags) that
yield the best performance.

5. Augmented-Graph Kernel (AGK): a method that uses a homogeneous graph kernel
[14, 17]. We augment the network data by adding an edge between two actors if they
share links to a specified number (n) of items (When n = oo, the method defaults
to the use of homogeneous graph kernel on the unaugmented network data). For
both data sets, we report results for a choice of n that yields the best performance.

4.3 Experimental Design and Results

In the first set of experiments, we compare the performance of different methods as a
function of the percentage of actors in the network with known labels. For each choice
of the percentage of labeled actors, we randomly select the corresponding fraction of
labeled data for each node label for training and the rest for testing. We repeat this
process 10 times and report the average accuracy. The length of the random walk was
set equal to 1 and the linking preferences were set to be equal (i.e., TPWs of a type were
set to be equal).

Figure 1 shows the results of the first set of experiments. In particular, in Last.fm
data set, HGK significantly (p < 0.05) outperforms all other methods when at least 4%
of the actors are labeled. nLB-Assort does not work well when the fraction of actors
with known labels is less than 10%; This can be explained by the fact that it relies on
the statistics of labels aggregated from the neighbors of an actor to label an actor. Not
surprisingly, EdgeCluster-Cont which uses more information than EdgeCluster outper-
forms EdgeCluster. In the Flickr data set, AGK and HGK outperform other methods
when the fraction of actors with known labels is less than 10%. Furthermore, AGK sig-
nificantly outperforms HGK when the fraction of actors with known labels is less than
7% and both HGK and AGK significantly outperform other methods when the fraction
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Fig. 1. Accuracies of six methods on Last.fm (left) and on Flickr (right)

of actors with known labels is between 7% to 10%. HGK significantly outperforms all
other methods with labeled data when the fraction of actors with known labels ranges
between 10% and 60%. Both HGK and nLB-Assort outperform other methods when
the fraction of actors with known labels is between 70% and 80%. On both data sets,
HGK often significantly outperforms, or is at least competitive with all other methods.
This can be explained by the fact that HGK is able to exploit information provided by
multiple node and link types to uncover multi-relational latent information to reliably
discriminate between different actor labels.

The second set of experiments explores the sensitivity of kernel methods (HGK and
AGK) as a function of the length of the of random walk. The length ! of the random
walk is varied from O to 10 with the linking preferences to be equal (across all the links
from an actor). We report results averaged over 10-fold cross validation runs.

Table 1. Accuracies (%) of kernel methods with different lengths of walk. Bold numbers repre-
sent best results based on paired ¢-test (p < 0.05) on 10-fold cross validation.

I 0 1 2 3 4 5 6 7 8 9 10

HGK 61.4 63.8 62.9 61.0 59.9 58.8 58.3 56.7 56.6 55.4 55.5
AGK 39.0 43.8 51.2 53.1 54.5 55.1 55.0 55.1 54.9 54.2 54.0
HGK 49.8 49.7 46.1 46.0 46.5 44.8 44.6 43.2 42.8 41.8 41.3
AGK 33.9 38.1 42.1 42.2 41.2 41.6 40.9 41.1 41.1 41.1 41.2

Last.fm

Flickr

Table 1 shows that kernel methods work well at some shorter walks (e.g.,l = 1,2).
As the walk becomes longer, the performances of HGK and AGK decrease or remain
the same. This indicates that the further the neighbor is from the node to be classified,
the less informative it is for prediction. HGK significantly outperforms AGK with ! < 6
(Results for I = 0 correspond to simply using the similarity values given by RY).

The last set of experiments examines the performance of the learned model by fixing
the length of random walk (i.e., | = 1) and varying the linking preferences of actors.
Specifically, in Last.fm, let w1 = Wyseruser aNd Wo2 = Wysertrack be the TPWs from
type user. We examine the performance of the model by changing ratio wy : wsy (1:5,
1:4,1:3,1:2,1:1,2:1, ...,9:1). We do the same for Flickr with w1 = wWyseryser and wo =
Wyserphoto- We report classification accuracy averaged over a 10-fold cross-validation
runs.
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surfer exploring pictures in Flickr.

S Summary

We introduced a generalization of random walk graph kernel from the setting of ho-
mogeneous networks, i.e., networks consisting of only one type of nodes and one type
of links, to the setting of heterogeneous networks, i.e., networks consisting of mul-
tiple types of nodes and links. We used the resulting kernel, HGK, to train an SVM
classifier for labeling actors in heterogeneous social networks. The results of our ex-
periments show that HGK classifiers often significantly outperform or are competitive
with the state-of-the-art methods for labeling actors in social networks. Some promising
directions for further research include: (i) combining multiple kernels [18] that capture
different notions of similarity between nodes in heterogeneous networks; and (ii) using
linking preferences directly estimated from the data to improve the accuracy of pre-
dicted labels.

Appendix A. Based on (2), K? (z,y) can be regrouped [14] as follows: K? (z,y) =
S (S (P @) P () Re (1, 90) (2, (P @20) Pr () %

Re (2,52) -+ (S0 Plrlor 1) Pl 1) Re (i, ) Po() Po(an) )+ ))))- Now let
RY (z,y) = thyl(Pt (z1]2)P; (y1]y)Ro (1,91 )Ps (1)P; (yl)). After some deriva-
tion steps, we have RY(z,y) = zwl(Pt (z1]2) P, (y1ly) Ro (1, y1) Ri—a(z1, y1)).
So, K¥z,y) = > ;=4 R} (z,y).

We have R’fzzm’y(Pt(xl |2)Pi(y1|y)Ro(z 1, y1)Pdx1)Pdy1 )) . Since Ro(z1,y1)=0

for all pair (z1,y1) when x; and y; are not the same type, so Rﬁ’zzznzl(zm’ylevq

(P |o)Pwr) B (w1, 5P )Py (1)) ) = s (T © Spa) B (T © Spg)' - Us-

ing the same derivation method, we have R} = Y_'_, Ty (Rf o R}_) T,
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Appendix B. We prove that K? (x,y) is converged when [ — oco. Applying the ratio

Ry | (z,y)
Il?%twyg)/ <1 (5).Wehave R} (z,y)— R}, (z,y)=

Zml,yl(Pt(l‘l |2)Py1ly) Ro(z1,y1) (Zmz,yz(Pt(l‘z\xl)Pt(y2|y1)Ro($27 Y2) X

(- Pu@) P () (100 Pl [Py lp) Ro (it yis)-++ ) (6).
It is sufficient for (6) to hold if szﬂ,yz“ Py (zi1|x) Pe (yi1ly) Ro (i1, yi41) <
1(7) From (1), 3=, Pe(zgale) = 32000 30 ey o Dt (@) = 1 —p.

2
S0, > @rral@)Pe (i ly) = 52, Plaral@)ys,, Plyily) < (1 —p)”
Since Ry (.,.)<land p €(0,1),3 . . Pl |z)Pdyieily)Ro(@ir, yiea)<Ll. O

test, (4) converges when lim;_, o
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Abstract. Stochastic cusp catastrophe model has been utilized extensively to
model the nonlinear social and behavioral outcomes to detect the exisitance of
cusp catastrophe. However the foundamental question on sample size needed to
detect the cusp catastrophe from the study design point of view has never been
investigated. This is probably due to the complexity of the cusp model. This
paper is aimed at filling the gap. In this paper, we propose a novel Monte-Carlo
simulation-based approach to calculate the statistical power for stochastic cusp
catastrophe model so the sample size can be determined. With this approach, a
power curve can be produced to depict the relationship between its statistical
power and samples size under different specifications. With this power curve,
researchers can estimate sample size required for specified power in design and
analysis data from stochastic cusp catastrophe model. The implementation of
this novel approach is illustrated with data from Zeeman's cusp machine.

Keywords: Stochastic cusp catastrophe model, power analysis, sample size
de-termination, Monte-Carlo simulations.

1 Introduction

Study should be well-designed. An important aspect of good design of study is to
determine the number of study subjects (i.e. sample size) required to adequately
statistically power the study to address the research questions or objectives. From this
perspective, statistical power analysis is in fact an essential component of any valid
study. By definition, statistical power analysis is to calculate the (frequentist)
statistical power which is the probability of failing to reject the null hypothesis when
it is false. The formal statistical basis for sample size determination requires: (i) the
questions or objectives of the study to be defined; (ii) the most relevant outcome
measures reflecting the objective to be identified; (iii) the specification of the effect
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size (which embodies the research question) in the study that can be detected; (iv)
specification of the magnitudes of the Type-I and Type-II decision errors; and (v)
estimates of the mean and variability of the endpoint. Statistical power analysis is
specific to different data type and dependent on the distribution as well as the statis-
tical model.

Recently, cusp catastrophe model has been used extensively [1]. However, to the
best of our knowledge, there is no research and publications on determining the sam-
ple size and calculating the statistical power for this model. This paper is then aimed
to investigate this gap.

2 Overview of the Cusp Catastrophe Model

2.1  Deterministic Cusp Catastrophe Model

To overcome the limitation of linear analytical approach, cusp catastrophe model is
proposed to model any system outcomes which can incorporate both linear and nonli-
near along with discontinuous transitions in equilibrium states as control variables are
varied. According to the catastrophe systems theory [2], the dynamics for system
outcome is modeled as =V (y;a,B) = ay + é By? — i y* with dynamical system in
_vp.ap)
oy
called bifurcation control variable which are linked to determine the health outcome
variable y.

d . . .
the form of 6—3; = , where o is called asymmetry control variable and f is

2.2 Stochastic Cusp Catastrophe Model

This cusp catastrophe model is fundamentally a deterministic. In order to use this
cusp model for real-life applications which are stochastic nature, Cobb and his col-
leagues [2-3] casted this model into a stochastic differential equation as follows
dy = %ﬁ'mdt + dW (t), where dW(t) is a white noise Wiener process with va-

riance ¢°. With this SDE, the probability distribution of the health behavior measure

ey (Y= +1p(y-1)2-L(y—1)*
(y) under equilibrium can be expressed as f(y) = %exp AN i

o2

where  is a normalizing constant and A is to determine the origin of y. With this
density function, the theory of maximum likelihood can be employed for estimating
parameters and statistical inference which is implemented in R Package "Cusp" [1],
2009). Specifically for data from n study subjects, we denote the observed p
dependent variables as Y; = (Y;;, Y,...,Y},), g predictor variables X; = (X;;, X,..., Xjy),
the behavior measure y; and the control variables o; and ; are modeled as linear
combinations of the X and Z as follows:

Yi=wo +twi¥y +wolp ++w, Y, =wXY;
a; =gt XjptoXp+..+o,X,, =axX; (1)

l
Bi=Bo+ B X+ PrXin+ ..+ P,Xiyy =F%xX;
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Then the log-likelihood function for these n observations is as follows:

lw,a, f1X.Y)=X] logy; -~ Xi(a;y; + %ﬁiyiz - %yi“) @)
which is then maximized to estimate model parameters for associated statistical infe-
rence. A likelihood-ratio Chi-square test is used for model comparison and to test the
goodness-of-fit between cusp model to the linear regression model. Other model se-
lection criteria are also calculated, such as the R? =1-(error variance/variance of y) as
well as the model selection information indices of AIC and BIC [5-6].

2.3  Detection of Cusp Catastrophe

In order to establish the presence of a cusp catastrophe, three guidelines are proposed
by Cobb [5]. First, the cusp model should be substantially better than linear model
which can be evaluated by the likelihood ratio test. Second, any of the coefficients wy,
..., Wp, should be statistically significant (w, does not have to) and at least one of the
o;'s or B;'s should be statistically significant. Thirdly, at least 10% of the (w;, ;) pairs
should lie within the bifurcation region. This 10% guideline of Cobb was modified by
Hartelman [6] to compare the cusp model to the non-linear logistic regression:

_%

yi=1/ <1 +e Btg>+€i (i =1, ...,n) with better AIC and BIC for cusp model than

for the logistic regression.

3 Monte-Carlo Simulation-Based Power Analysis Approach

3.1  Statistical Power and Sample Size Determination

Sample size determination is a essential step in planning and designing a study. Sam-
ple size is usually associated with statistical power. In statistics, power is the probabil-
ity of correctly rejecting the null hypothesis (i.e. no cusp catastrophe) which in
common sense is the fraction of the times that the specified null-hypothesis will be
rejected from statistical tests. The sample size and power calculation for the stochastic
cusp catastrophe model has never been done to the best of our knowledge which
probably due to the theoretical complexity of this model from the high-order density
function as well as to comply with the three guidelines from Section 2.3. This theoret-
ical derivation of a power function might be impossible.

3.2  Monte-Carlo Simulation-Based Approach

To overcome this difficult, we propose a Monte-Carlo simulation-based approach to
calculate the statistical power for a series of specified sample size (#n, i.e. the number
of observations for the stochastic cusp catastrophe modeling) to generate a sample
size-power curve. With this curve, the sample size can be then reverse-determined for
specific statistical power (say 80% or 85% as typically chosen). Specifically, for a
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pre-specified sample size (n), the following steps are needed to calculate the statistical
power:

1) Specify a, p and w from Equation (1) to be detected based on prior
knowledge;

2) Simulate data from g predictor variables X; = (X;;, Xp,..., Xj,) with pre-
specified distributions and then calculate the corresponding asymmetry (o;)
and bifurcation (B;) variables from the last two equations of Equation (1);

3) Simulate the p dependent variables Y; = (Y;;, Yp,..., ¥},) and calculate the
corresponding state measure (y;) from the first equation of Equation (1);

4) Fit the stochastic cusp catastrophe model using the maximum-likelihood as
outlined in Equation (2) with the data generated from Steps 2) and 3); and
make conclusion on whether there is a significant cusp catastrophe based on
the guidelines in Section 2.3;

5) Repeat Steps 2) to 4) a large number of time (say 1,000 times) and calculate
the proportion of simulations which satisfy the decision rules. This propor-
tion is then the statistical power for the pre-specified n and the cusp parame-
ters given in Step 1);

6) Sample size determination can be carried out by running Steps 1) to 5) with a
series of ns to produce a power curve and then back-calculate the sample size
required for pre-specified power, such as power at 0.8(or 0.85) in typical
study design.

4 Zeeman's Data Analysis

4.1 Zeeman's Data

We make use of the Zeeman's data built in the R "Cusp" package [1]. There are three
datasets obtained from three different settings of a Zeeman catastrophe machine. This
machine was an architecture made for demonstration of the deterministic cusp catas-
trophe model: x+ yz - z'= 0 with different settings of (x, y). Notice that we changed
our coordinate system from (y, a, B) to (x, y, z) here to be consistent to Zeemen's
notations.

To demonstrate the proposed approach in Section 3, we utilize the dataset 1 which
consists of 150 observations generated from experiments from this Zeeman's machine.
The data have three columns of (x, y, z) which are the asymmetry (x) that is ortho-
gonal to the central axis, the bifurcation (y) that is parallel to the central axis and state
variable (z) that is the shortest distance from the wheel strap point to the central axis.

4.2  Stochastic Cusp Catastrophe Model Fitting

Similar to the analysis in [1], we fit a series cusp catastrophe models and the best cusp
catastrophe model with corresponding equations in equation (4) is as follows:

yi=wiZ;, o;=ag+a;X;, b=+ By,
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with estimated parameters of @&, = 0.45, &, = 1.15, B, = 0.99, B, = -1.48 and
w; = 0.90 which are all statistically significant. With this model, the value of the log-
likelihood function is 74.7 and the corresponding value for the linear model is -170.4
which yielded a likelihood-ratio x> = 490.3 with degree of freedom of 1 leading to a
very small p-value < 0.00001 indicating the cusp model fitted the data better than the
linear model. Other model goodness-of-fit statistics, such as R?, AIC and BIC, gives
the same conclusion. The Zeeman data (points) and the best fitted response surface of
the stochastic cusp catastrophe model are illustrated in Figure 1.

Fig. 1. Zeeman's Data (points) and the fitted cusp catastrophe model (surface)

4.3 Power Calculation and Sample Size Determination

To implement the simulation-based approach in Section 3, we use these estimated
parameters with different sample sizes from 10 to 30 by 5, and run the Steps 2 to 6 for
1,000 simulations for each sample size of 10, 15, 20, 25 and 30. The estimated values
of statistical power are 0.26, 0.83, 0.96, 0.97 and 0.98, respectively. Figure 2 graphi-
cally illustrates the relationship between the sample size and the corresponding statis-
tical power. It can be seen that as sample size increases from 10 to 30, the statistical
power increases from 0.26 to 0.98.

In order to get the required sample size for specific statistical power, we can make
use of this estimated power curve as illustrated in Figure 2 and back-calculate the
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Fig. 2. Power curve to Zeeman's data 1. The arrow-headed line segments indicated the back-
calculation of sample size of 15 from power 0.8.

sample size for the specific power. For example in Figure 2, we illustrate this ap-
proach for power at 0.8. For power of 0.8, we can back-calculate the sample size
based on this estimated power curve to estimate the required sample size which is 15.

4.4  Reverse-Verification

If this novel simulation-based approach is valid, the sample size estimate of 16 de-
scribed in Section 4.3 would allow approximately 80% chance to detect the underly-
ing cusp catastrophe. Therefore, we took a reverse approach to compute statistical
power by repeatedly sample 16 data points from Zeeman's dataset and fitting the sto-
chastic cusp catastrophe model to detect cusp catastrophe. Among 1,000 repeats of
the Monte-Carlo simulations with sample size n = 16, we found 851 times (85.1%)
significant. This result indicates that the power analysis of the novel simulation-based
method is very close to 85%. In another word, the method we proposed is valid.
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5 Discussions

In this paper, we proposed a novel Monte-Carlo simulation-based approach to esti-
mate the statistical power for the stochastic cusp catastrophe model. With is approach,
we could produce the power curve which depicts the relationship between its statistic-
al power and samples size under different specifications. This power curve can then
be used to estimate the sample size required for specified power in design and analy-
sis data from cusp catastrophe model.

We validated this proposed approach by a reverse-verification and demonstrated it
is very reasonable. This validation can be further verified by empirically examining
Zeeman's data generation. The Zeeman's data were generated for each y with exactly
15 observations for x from -7 to 7 by unit 1 for each y from -2.5 to 2 by 0.5 to produce
150 (= 15x10) observations. Therefore, for each value of y, the 15 data points should
be able to generate a cusp catastrophe model.
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Abstract. When a novel research topic emerges, we are interested in discover-
ing how the topic will propagate over the bibliography network, i.e., which au-
thor will research and publish about this topic. Inferring the underlying influence
network among authors is the basis of predicting such topic adoption. Existing
works infer the influence network based on past adoption cascades, which is lim-
ited by the amount and relevance of cascades collected. This work hypothesizes
that the influence network structure and probabilities are the results of many fac-
tors including the social relationships and topic popularity. These heterogeneous
information shall be optimized to learn the parameters that define the homoge-
neous influence network that can be used to predict future cascade. Experiments
using DBLP data demonstrate that the proposed method outperforms the algo-
rithm based on traditional cascade network inference in predicting novel topic
adoption.

1 Introduction

Information cascade has been well studied to explain how individuals adopted informa-
tion, but not as much to predict future cascades especially when the information is new
and possibly not quite relevant to past cascades. An individual adopts the information
when she receives enough influence from her infected neighbors [4], one who already
adopted the information, or randomly if the underlying decision making process is un-
clear [4]. A set of work was developed to infer the inherent influence network [2] [5]
[1] based on a number of cascades; the influence network inferred is the one which best
fits all cascades. In general, the more cascades the more accurate influence network one
can recover.

The inferred influence network can recover the most likely influence flows based
on the distribution of collected past topic adoption cascades. However, it is unclear
whether the future topic cascade can be explained by the distribution of past ones, due
to two reasons. First, past cascades can be limited to cover the relationships among
all actors. Second, the new topic propagation could be irrelevant to how past topics
propagated. Though the topic cascade can be volatile and in many cases there are not
sufficient cascades available, the way an author being influenced to work on a new
topic is relative stable; an author is likely to be influenced by her colleagues or other
researchers with social connections. These social connections contain rich information
describing different relationships between authors and can be used to infer the inherent
influence flows.

Existing research on heterogeneous information networks mostly focus on ranking
and clustering [3], similar objects searching [8] and link prediction [6]. Differently, this
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work tries to predict how a new topic is being adopted by authors as a cascade without
knowing the influence network structure, but not to predict an additional new link over
the existing network. This work proposes to leverage the rich heterogeneous bibliog-
raphy network information to complement the past topic cascades for determining the
inherent influence network. Besides the social connections, the popularity of the topic
itself also affects the adoption process. In general, authors are more likely to follow pop-
ular topics than less widely accepted ones. To this end, this paper aims at developing
an algorithm that finds an influence network by optimizing over the social connections
and topic popularity subject to past cascades. The influence networks will then be used
to predict new topic adoption. DBLP data is used to demonstrate the performance im-
provements of the proposed method in Mean Average Precision (MAP) and Area under
ROC Curve (AUC).

2 Influence Factors for Research Topic Adoption

This work concerns the adoption of research topics as evidenced by authors’ publica-
tions. A “topic” is defined as a popular term that represents a specific scientific concept.
Adopting a topic means an author has published at least one paper that contains the term
in either the title or the abstract.! An author X “follows” another author Y if X adopts
a topic after Y adopts the same topic. This following behavior is also interpreted as an
infection process [2]. The following lists the factors that potentially play a role for the
influence one author has on the others to adopt a research topic.

2.1 Direct Observation

The direct observation of the adoption is the time when an author adopts the topic, and
a cascade can be generated based on the chronological ordered observations. Each topic
has its own cascade. According to Gomez-Rodriguez et al. [2], recovering an influence
network with K edges will require 2K ~5K cascades. This inferred influence network
could be used to predict new topic adoption based on the assumption that if author X
followed Y in many topics before, it is also likely X will follow Y again for a new
topic. Generally speaking, the closer in time X followed Y, the more influence Y has
on X based on this direct observation [2].

2.2 Indirect Observation

The direct observation helps to recover the influence network based on past topic adop-
tion cascades, but it requires sufficient number of relevant cascades to learn the network.
This limitation motivates the consideration of other factors that indirectly implies the
relationship, hence the influence one author may have on another to adopt a new topic.

! Topic adoption is a complex process. Nevertheless, to some extent, we believe that publishing
papers with topic terms are reflective of the nature of the adoption.
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Social Connections. The basic idea is that authors are more likely to receive influence
from their colleagues, co-authors and other socially connected peers, than unknown per-
sons. Sun et al. [6] [7] suggested that the social connections could be the main reason of
people establishing a new relation. Sun et al. [6] use meta-path to define the social con-
nections. A meta-path is defined on the network schema, where nodes are object types
and edges are relations between object types. For example, two authors are coauthored
in a paper is defined as: Author-Paper-Author. To define the social relationships among
authors, eight common social connections are defined: CI: cite peer’s paper; CA: coau-
thor; CV: publish in the same venue; CSA: are co-authors of same authors; CT: write
about the same topic; CICI: cites papers cite peer’s; CIS: cite the same papers; SCI:
cited by the same papers.

Topic Popularity. Besides the social connections affecting the adoption probability,
the research topic itself is also a factor. Not only the match between the topic and the
author’s own interest, but also the popularity of the topic can affect how fast and easily
it is being adopted. The topic popularity is defined as the average number of papers
adopting the topic since the first year it appeared. Fig. 1 shows the popularity of four
selected machine learning topics extracted from 20 conferences from 1989 to 2010.
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Fig. 1. Individual Popularity

As the figure shows, different terms have different popularity curves. Given the same
social connections and the same initial authors who adopted the topic earliest, different
topics could result in different adoption cascades. There also exists the case where an
author adopts the topic without receiving any influence from her social peers. Based on
these observations, this work hypothesizes that topic popularity can be a factor that af-
fects the adoption process. To include the topic popularity in the model, a virtual author
is added where the connection between any author to this virtual author represents the
influence comes from the topic popularity.

3 Model Formulation

3.1 NetInf*

Traditional network inference algorithm such as NetInf [2] uses the direct observation
i.e., adoption time difference to estimate the influence probability, where the infection
probability for each link (¢j) on cascade c is calculated as:

Ay
Prij =exp(=" ") (1)
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where A;; is the adoption time difference between ¢ and 7, and o is set to 1 according to
[2]. Based on that, Netlnf selects links which contribute mostly on infection probability
over all cascades with a greedy algorithm. However, the purpose of NetInf is only to
infer the most likely influence network based on past cascades. To do the prediction on
future topic, NetInf* is developed as an extension based on Netlnf that it estimates the
influence probability for all links as:

Pry=1- [ -Prg) 2)
ceC

where Pr;; is the probability ¢ will adopt after j for any topic, and the transition prob-
ability matrix can be set accordingly.

3.2 HetNetInf

The second algorithm HetNetInf uses the indirect observation, i.e., social connections
and topic popularity to generate the influence probability. Every author can be infected
(adopt a topic) by her infected neighbor with a probability. This neighbor could be
the actual peer with social connections, or a virtual author which represents the topic
popularity. So the problem becomes how to use the social connection features and topic
popularity to represent the infection probability for each author-pair, and to reflect the
time order they adopt the topic. Given authors ¢ and 7, author ¢ is infected at time ¢; and
Jj is infected at time ¢; (¢; > t;). Let X;; be the feature vector between author ¢ and j,
and X;; = [Xij, 11 X5, r2.-- Xij, s v Xpt). Xij pi 1s the k™ social connection feature and
X, 1s the popularity of topic ¢.

if j is the virtual author: X;; = [0...0X ]
if j is a normal author: X;; = [X;; r1.X4j f2...Xij, N0

The probability author j infects author ¢ in topic cascade c is defined as:

1
Pre. = — 3
50 ==y ) ©)
where X;; is the feature vector between authors 4 and j; and § > 0 is the weight which
transfers the features to the influence probability.
For every infected neighbor of ¢, they all have chances to infect author i. Then the

likelihood of infecting author ¢ in cascade c is:

@) =1 - [[ a=P@N <D0 [T (- Pr@)e=n @

JEK (1) JEK (1)

where K (i) is the neighbor set of author 4, I is the indicate function, and T is the
observation period. If £; > T, this means author ¢ is not infected in the observation
window and the L is interpreted as the probability ¢ is not infected by any neighbor;
otherwise, L§ stands for the probability 7 is infected.

Two concerns remain. Firstly, it is unclear whether one should use the same parame-
ter /3 for all authors, which assumes the same adoption behavior, i.e., weight distribution
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for all authors. So, each author has its own (;, and HetNetInf runs the optimization for
each author independently. Equation (3) is updated as:

1
Pré(3;) = — 5
) = ey ) 5)
For cascade set C, the likelihood of author 7 being infected for all cascades ¢ € C'is:
L) = [ Li5) 6)

ceC

Substituting (4) in the (6), the log likelihood is:
LL:(8:) = > logl— [ (1= Pri;8))" <" +log[ [ (1= Pri;(8:)) “="

ceC JEK(1) JEK (i)

)

Secondly, because the influence network is sparse, 8 need to be penalized to have
fewer links which is same to have some links with very small link weight. Take it into
consideration, the optimization is to minimize following function:

Héin_LLi(Bi) + ||Bill2 subjectto 3; > 0 )

The ridge regularization term of || 3;||2 is the penalty for the influence network sparsity.
For each author ¢, ten optimizations with random initial points will be run to find the
local optimals, and the best one is selected.

4 Experiments

4.1 The Dataset and Experimental Setting

This paper selects DBLP to evaluate how to infer the influence network and use that
to predict who will adopt a new topic once it emerges. The experiment examines pub-
lications on top 20 computer science conferences in four areas,” and in two periods,
T = [1991,2000] and Ty = [2001, 2010]. All topic terms are extracted from the paper
title or the abstract, and filtered by the machine learning related keyword list in Mi-
crosoft Academic website 3. A total of 111 machine-learning related topics that were
first introduced in period 7Ty are selected for training, and additional 57 topics from T3
are selected for testing; all terms appear in more than 10 papers. For each topic, the time
an author first adopted the topic is recorded. The author will be treated as not adopting
the topic if either the author did not adopt the topic at all or adopted the topic beyond the
monitored period. As mentioned in Section 2.2, eight social connection features are ex-
tracted from period Tj. Including the topic popularity (TP), the feature vector includes
nine features in total: CI,CA,CV,CSA,CT,CICI,CIS,SCI, TP.

2 Data mining: KDD, PKDD, ICDM, SDM, PAKDD; Database: SIGMOD Conference, VLDB,
ICDE, PODS, EDBT; Information Retrieval: SIGIR, ECIR, ACL, WWW, CIKM; and Machine
Learning: NIPS, ICML, ECML, AAAI [JCAL

3 http://academic.research.microsoft.com
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The experiment selects 196 authors who published at least 1 paper in both periods
in these conferences as low productive authors (Low Pub Set), and an another set of 47
authors who published at least 3 papers in both periods as high productive authors (High
Pub Set). The Low Pub Set is a superset of High Pub Set. The reason to select these
authors is to have authors who are active in both periods, such that the relationships
among them are relatively stable.

4.2 Prediction Study

Each algorithm uses the 111 topic cascades appeared in T as training set to infer the
influence network; and uses 57 terms in 77 for testing. For each term, the authors who
adopted the topic earliest are labeled as the initial authors. To predict who will follow the
topic, both algorithms return the probabilities of adopting the topic for all authors. Then
performance is measured by comparing all authors’ adoption probabilities (excluding
the initial adopted authors) to the actual adopted authors in Mean Average Precision
(MAP) and Area under ROC Curve (AUC).

Table 1 shows the average MAP and AUC achieved by NetInf* and HetNetInf for
the topics being tested. A high MAP value means that the author who adopted the topic
is also predicted with a high probability. Looking at “High Pub Set” column in MAP,
“% Authors Adopt = 0.0621” means that there are roughly only 1 out of 16 authors
follow the topic. NetInf* has the chance of 0.1649 to have a correct prediction, while
HetNetInf increases the chance to 0.2121. These numbers are significantly higher than
0.0621, and HetNetInf outperforms NetInf*. These numbers, however are not close to
1.0, which would be ideal for perfect prediction. This is because each past cascade only
covers less than 10% of authors. The MAP results are worse for “Low Pub Set”, because
the same number of cascades are used to explain more authors.

In terms of AUC, HetNetInf also exhibits better performance than NetInf* for both
sets. Interestingly, both algorithms achieve better AUC for “Low Pub Set” than for
“High Pub Set”. This is because, as the network becomes larger, though the percent-
age of authors adopt the topic decreases, the absolute number of authors followed the
topic increases. It also increases the number of positive samples that true positive rate
increases more smoothly, and thus, improves the AUC.

Table 1. Topic Adoption Prediction Performance

MAP AUC
High Pub Set Low Pub Set High Pub Set Low Pub Set
NetInf* 0.1649 0.0970 0.5624 0.6333
HetNetInf 0.2121 0.1044 0.6188 0.6376
% Authors Adopt  0.0621 0.0305

Fig. 2 and Fig. 3 show the MAP for each topic being tested on “High Pub Set” and
“Low Pub Set”, respectively. As the figures show, the result varies from topic to topic.
The topic “gene expression data” shows an example of how social connections help
predict the adoption of novel topic. In this case, authors S and M published about the
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topic in 2003 and 2007, respectively. In Ty, M only followed .S once among 111 topics.
Compared to other authors who followed S many times, the influence from .S to M is
relative weak in NetInf*. However, there is very strong social connection between them.
As a result, this helps increase the probability for M to follow S using HetNetInf. In
this case, HetNetInf has MAP = 1; while NetInf* has MAP = 0.026.

High Pub Set Low Pub Set
1 o
& NetInf* &Netlnf*
©HetNetInf ©HetNetInf
—% Authors Adopt —% Authors Adopt
20 30 0 10 0 30 40 50
Topic Index Topic Index

Fig. 2. Prediction Performance Fig. 3. Prediction Performance

HetNetlnf also provides information about each author’s preference (5;) in which
factors would decide the adoption process. For example, independent researchers may
be used to discover topics by themselves, while other researchers step into a new topic
under the influence of their research community. Table 2 shows two authors’ normalized
features weights. These two authors have very different following behaviors: author X’s
action is mostly affected by other authors’ work in the same area; and author Y is mostly
affected by the topic popularity.

Table 2. Individual Features Weight

Author CI CA CV CSA CT cCIcI cCIS Sc1 TP

X 0.4471 0.6248 0.0103 0.6396 0.0104 0.0103 0.0102 0.0102 0.0103
Y 0.2686 0.2514 0.2548 0.2654 0.3155 0.2540 0.2897 0.2517 0.6465

Fig. 4 and 5 further show the normalized feature weight distributions. There is no one
feature that dominates the adoption process for all authors, and the weight distribution
varies significantly from author to author. This also validates the approach of HetNetInf
that uses different 3; for different authors.

5 Conclusion

This paper investigated the problem of predicting which author will adopt the novel
topics, and tested two algorithms using the DBLP dataset. To solve this problem, the
basis is to find the inherent influence network from past observations. The first approach
NetlInf* is based on the direct observations of past following behavior on topic adoption.
It has the shortcoming that the prediction performance is much dependent on the amount
of collected past cascades and whether the novel topic cascade is relevant to these past
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cascades. Though all topic terms selected are in the same area (machine learning), all
these terms are unique. Each topic can have its own unique cascade which could be
totally different from past ones. Alternatively, HetNetInf defines the author’s following
behavior based on the factors affecting the adoption process, such as social connections
and topic popularity. Given the adoption information of the author’s social connection
peers and the topic popularity, it can estimate the probability the author adopting the
topic, even the topic is totally new and irrelevant to past ones. The experiment using
DBLP shows that HetNetInf outperforms NetInf* in predicting the novel topic adoption.
Furthermore, HetNetInf provides information on individual author’s preference on the
influence factors.
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Abstract. Determining the emergent thought leader of an ad hoc organization
would have enormous benefit in a variety of domains including emergency re-
sponse. To determine if such leaders could be identified automatically, we
compared an observer-based assessment to an automated approach for detecting
leaders of 3-person ad hoc teams performing a logistics planning task. The
automated coding used a combination of indicator phrases indicative of reason-
ing and uncertainty. The member of the team with the most reasoning and
least uncertainty matched the observer-based leader in two thirds of the teams.
This determination could be combined with other analyses of the topics of
discussion to determine emergent thought leaders in different domains. As an
example, a real-time user interface providing this information is shown which
highlights communications by others that are relevant to the automatically de-
tected, topic-specific, emergent thought leader.

Keywords: communications, leader, ad hoc teams, dialogue act analysis.

1 Introduction

An emergent leader is defined as an individual in an ad hoc group who is not assigned
to a leadership position, but emerges over time as dominant in power, decision-
making, and communications and is accepted by other members when acting in the
capacity of how an assigned leader would be expected to act [1]. We define here an
emergent thought leader (ETL) as one who emerges as a leader with respect to a par-
ticular topic or for a particular analytic task.

Detection of ETLs is critical, especially in situations without a clear command and
control hierarchy or even knowledge of who is actually contributing. Being able to
efficiently identify and communicate directly with such leaders is critical during time-
pressured, high-consequence responses to emergencies to prioritize activities, allocate
resources, and communicate with other entities. For example, following a hurricane,
governmental and non-governmental organizations need to coordinate to distribute
resources such as food and water, shelter, and medical services. The ETL with regards
to medicine may be different than one that which emerges for shelter. The person
most aware of these resources may change dynamically over a period of hours, and
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may not be the officially designated person. For example, an ETL for medicine could
be a physician on voluntary leave from their hospital in another state to provide emer-
gency medical support and becomes the central figure working with the military
branches and the Red Cross to provide medical resources to displaced civilians within
a particular region. In turn, the ETL should also be aware of information and com-
munication that may impact their decision-making.

We compare the observed leader to that assigned using an automated approach ap-
plied to transcripts of conversation from 12 three-person ad hoc teams doing a simu-
lated logistics task. The automated approach used a form of dialogue act analysis
previously shown to be useful with regards to military chat [2] and recognizes two-
thirds of the ETLs correctly. We combined this process with statistical topic extrac-
tion [3] to show how a user interface could be powered by these analyses to highlight
information appropriate for the ETL of each topic.

2 Related Work

There is a vast literature on the detection of leaders from text-based communications,
both manually and automatically. For manual analysis, a leading approach [4], based
solely on written text communications, is to predict the leader based upon activity
level and written linguistic quality as a surrogate for communication/expression. Oth-
er indicators that can be manually detected are: lengthier messages, more complex
and rich language, more confidence, and more emotional affect [5].

For automated analysis, a number of leadership indicators have been employed, the
most common of which is dominance (the most utterances or longest turns) [5], [6].
Including variation in the tone of voice and energy improved accuracy in detecting
emergent leaders over solely using dominance measures [7]. Indicators of initiative
are also common, including being the first to speak [8], introducing new topics [9],
and making activity-related utterances [6]. Finally, evidence of behaviors that are
used by those higher in a power hierarchy when interacting with subordinates, such as
giving praise, indicates leadership status (see [10], [11]).

Dialogue act analysis is a method for automatically capturing the domain-
independent processes of interactions, regardless of the domain-related content. Tax-
onomies of dialogue acts (DAs) range from 10-20 [12] up to hundreds [13]. DAs, in
their various conceptual frameworks, have been related to a range of group perfor-
mance metrics (see [14]-[16]). Since DAs are useful for assessing performance, a
number of groups have developed methods for automatically classifying them. These
systems generally take one of two forms. The feature- or rule-based approach uses
lists of text features (cue phrases) as indicators of a certain category [17]. Machine
learning techniques predict the DA of each utterance typically using a wider range of
features, but these technique require large amounts of labeled training data.

The rule-based system we use was first developed for extracting dialogue acts from
chat data in an Air Force Dynamic Targeting Cell [2] in which the development of
hand-tagged corpora was prohibitive in terms of access, time and cost, so a feature-
based system was created. In military domains in which there is difficulty obtaining



Identifying Emergent Thought Leaders 53

data (especially annotated data), this approach using specific cue phrases to classify
dialogue acts has yielded state-of-the-art results on domain-specific corpora [18].

3 Team Communications Data and Observer-Based Leaders

The verbal transcripts were generated in a prior research study [19] in which 12 three-
person ad hoc teams produced a solution to a military logistics task. The teams were
randomly assigned to a face-to-face or a virtual (audio Skype) condition. The partici-
pants were undergraduate students specializing in homeland security and intelligence
analysis and thus accustomed to analytical tasks. Each team had 90 minutes to create
a written plan to transport military troops and cargo to a specified location, choosing
the best combination of routes and vehicles, while minimizing cost and maximizing
security. A hidden profile task was employed in which each participant had unique
information which defined their roles as Fuel (e.g., available routes and fuel), Capa-
bility (e.g., carrying capacity of vehicles), or Security (e.g., access to intelligence
reports). The sessions were audio- and video-taped and transcripts were generated
by a research assistant from the audiotapes, reviewing the videotapes as necessary.

Two observers [EP and the research assistant] independently identified team lead-
ers for all twelve teams by reviewing the transcript data using the manual indicators
cited above (first to speak, dominance, praise, etc.). In cases in which the leader
changed over time, the individual identified as the leader at the end of the session was
used. For every session, one leader was uniquely identified, even when there was
suggestive evidence of power-sharing between two team members, in order to facili-
tate a direct comparison with the automated approach. The two investigators initially
agreed on the leader of 11 of 12 teams. Resolution on the leader of the remaining
team was easily achieved via discussion.

4 Automated Coding of Team Leaders

This study builds upon prior research [2] investigating dialogue acts related to team-
work effectiveness, e.g., whether team members were making a correction to previous
information, anticipating one another’s information needs, confirming if information
was correct, or indicating their uncertainty about some information. In that study, a
multiple regression on these DAs accurately predicted observer-based measures of
team performance. The categories and features were then updated to be applied to
email from a large Army Command and Control exercise [26]. The current 29 cate-
gories represent more standard dialogue acts (question, acknowledgment, positive
reply, negative reply), as well as categories related to command and control, such as
intentions (command, alert, proposal), internal state or attitude (certainty, uncertain-
ty), and process (reasoning, factual statement, clarification). The goal of these catego-
ries is to usefully classify all the linguistic features of communications that do not
refer to the actual tasks being conducted. To capture that content—what is being
talked about—a statistical topic analysis [3] is applied, which typically removes tex-
tual features using a stop word list. The dialogue acts defined here can then be used
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to assess process—how topics are being discussed—making use of many of the stop
words excluded from topic analysis. To do this in practice with new data sets, such as
the one here, all the unique utterances from the experiment are tagged with the current
gazetteer, any untagged words or phrases that are not directly related to the task or
content are then manually binned into one of the categories or left as a stop word.
This process has been conducted by AD on over 80,000 messages from six data sets
(2], [19]-[23].

Each message was analyzed with the subsequent gazetteers for 29 DAs. Each mes-
sage was given a score for each category which was the proportion of all the mes-
sage’s DAs that were in that category. A participant’s score for each category was
determined by dividing the sum of their message scores in that category by the total
sum of message scores in that category from the entire team. In addition, the propor-
tion of the team’s statements spoken by the participant was also calculated as an
indicator of conversation dominance (i.e., speaking the most). From the DAs, it was
predicted that Certainty, Command, and Proposal would serve as indicators of social
dominance (i.e., a higher position in a social hierarchy). Uncertainty was hypothe-
sized to have an inverse relationship (i.e., a higher position in a command hierarchy is
associated with less expressed uncertainty). Finally, Reasoning was expected to be an
indicator of cognitive dominance (i.e., having the most influence over how decisions
are made and on what basis) and expected to be most related to thought leadership.
Table 1 provides examples of the most frequent features in these categories present in
the transcripts.

Table 1. Dialogue Acts Examined

Category Description Most common features

Certainty Confident or extreme statements all, only, need, we are, the most
of absolutes

Command Requests for others to do some- just, have to, should, can be, we

thing have to
Proposal Suggested actions we can, going to, could, we want,
let’s

Reasoning  Determining or recognizing so, but, would, if, because
causal structure; relating pieces
of information

Uncertainty Indications of uncertainty, lack think, or, which, some, don’t
of confidence or vagueness know
about information

We hypothesized that these six independent variables from all 36 participants
would be related to the binary value of being the leader in a logistic regression. The
logistic regression analysis found that the overall model was significant (x2(6, N=36)
= 17.944, p<0.01), with only Reasoning being individually significant (B = 33.475, p
< 0.04). In a stepwise regression starting with Reasoning, only Uncertainty added
significantly to the model (y2 (1, N=36) = 4.6002, p<0.04). With these two factors,
the final model was significant (¥2 (2, N=36) = 12.688, p<0.002) with estimates for
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Reasoning = 30.906, and Uncertainty = -13.519. Note that the proportion of messag-
es was not as significant as the proportion of Reasoning and Uncertainty features
spoken. Using these estimates, each individual could be assigned a probability of
being the ETL, p(ETL), of their team. The highest scoring team member was the same
as the one assigned by observers in 8 of the 12 teams, and was in the top two in 11 of
the 12 teams. If p(ETL) can discriminate between leaders and non-leaders, then large
differences in the value should clearly determine the leader. To assess this idea, for
each team we compared the max p(ETL) score to the second highest. We see in Fig. 1
that large differences (above 0.38) always correctly identify the leader.
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Fig. 1. Cumulative probability of determining the correct ETL based on the difference between
highest p(ETL) on a team and the second highest

In three of the four discrepant cases (Teams 1, 3, 11, 12) marked with x, the teams
were single gender: two all-female and one all-male. Upon re-examination of the
transcripts by EP, two of the three all-female teams (11 and 12) appeared to have
more of a power-sharing arrangement between two members as compared to the other
teams.

5 Example Interface Using the Results

While the results from the automated system were not as consistent as the observer-
based results, they are far above chance (66% vs. 33%) which suggests this mechan-
ism could be used to identify ETLs in ad hoc teams. To demonstrate how such in-
formation could be used, we combined this analysis with a six-topic analysis [3] of
the features extracted that were not a DA or stop word. Each message was assigned
a proportion of each topic present, the amount of ETL spoken, and these two values
were multiplied and accumulated per participant, so the team member indicating the
most leadership on each topic could be identified.
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A prototype was created which read the transcripts as if they were running live. In
Figure 2, the Fuel expert is logged into the chat system. His current expertise is dis-
played to the right of his name (Troops-Cargo, Armor-Security). The gold star next to
Security’s name indicates that this person is the current overall (non-topic weighted)
leader of the conversation to that point. In the Chat tab, new messages are displayed
on the top along with their sender and the topics of the message. In order to draw
attention to important information, messages are highlighted in blue which contain a
topic for which Fuel is currently considered an expert. Note that as chat messages
stream through the viewer, the expert may change as a participant shows more or less
expertise on a particular topic relative to the other team members.

ETL score based
on comms up to
this point indicates

Expertise || Participant signs on to see
their view of the comms
Fuel| 3

Kilometers per liter l

Troops-Cargo \
Yes, the first 3 were troops or cargo. the next 3 MN‘WM_'_
S J/V Messages
Troops-Cargo | concerning
So all the other ones were troops or cargo, correct? user's
expertise are

m“"‘"‘" SIEOP ENED highlighted
Overall Emergent And this one is able to move off road and even in wet weather. The Kamaz
ik wnd thic ana ~an aithar hald B tranne ar W00 Lba Af 2aran snd iv cannse -

Leadership score
brightens the star

Fig. 2. Prototype interface highlights messages on topics for which the user is the ETL

6 Conclusion

The examination of the study’s transcripts suggests that ETLs can be detected with
domain-independent phrases representing acts of Reasoning and Uncertainty. Com-
bined with a statistical, domain-dependent topic model, information and communica-
tions could be routed to or highlighted for those who can use it most—improving
situational awareness and decision-making, and routed away from or de-emphasized
for those who can use it least—reducing information overload.

Due to its domain-independence and simplicity, and the ability to get real-time
access to chat data in a number of military command and control settings, this ap-
proach could be used with current technology for real-time support in actual work
settings. For example, following a hurricane, the algorithm could identify a physi-
cian volunteer who is an ETL for providing medical services. Others looking for a
point of contact to provide medical expertise could thus quickly find such a person
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efficiently by avoiding a search through a word-of-mouth network. In practice, this
might be done only when large differences in p(ETL), and thus a clear leader, among
the team members is present. We are currently applying this analysis to new datasets
of ad hoc teams, both academic [21] and real-world [24] in order to test the generali-
zability to new domains and larger team sizes.
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Abstract. Two features are commonly observed in large and complex
systems. First, a system is made up of multiple subsystems. Second
there exists fragmented data. A methodological challenge is to recon-
cile the potential parametric inconsistency across individually calibrated
subsystems. This study aims to explore a novel approach, called system-
subsystem dependency network, which is capable of integrating subsys-
tems that have been individually calibrated using separate data sets. In
this paper we compare several techniques for solving the methodologi-
cal challenge. Additionally, we use data from a large-scale epidemiologic
study as well as a large clinical trial to illustrate the solution to incon-
sistency of overlapping subsystems and the integration of data sets.

Keywords: Generalized dependency network, Gibbs sampler, System-
subsystem modeling.

1 Introduction

Diametrically opposed to reductionist thinking, system thinking seeks both local
and global models that incorporate evidence about the delayed and distal effects
of human intervention, policies, and situations [1]. Accordingly, system science
requires a new set of tools to aid the understanding of complexity, feedback
loop, stock-and-flow, and interactions between system components. Yet, for em-
pirical researchers in system sciences, one important barrier is the lack of tools
for integrating models built for different components, or subsystems—meaningful
and scientifically self-contained smaller systems—of the entire system. Virtual
world modelers often assemble submodels, which are independently calibrated
using ad hoc and diverse data, into a system model that is amenable to sim-
ulation experiments. The Foresight Tackling Obesities: Future Choices project
[2] provides an illustrative example of a system-subsystem. The Tackling Obe-
sities project is a U.K. government initiative to find a policy response to the
obesity epidemic over the next several decades. A centerpiece of the project is a
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collection of system maps, compiled by over 300 epidemiologists, nutritionists,
geneticists, biologists, and social scientists for schematically capturing the dif-
ferent drivers of obesity. By not treating obesity only as a medical condition, the
system approach redefines the nations health as a societal and economic nar-
rative. Foresight researchers also created an overlay of subsystem contours. For
example, physiology, individual physical activity, physical activity environment,
individual psychology, and societal influences all exist as subsystems. Partly for
interpretability and simplicity, the Foresight subsystem contours were drawn
not to overlap with each other. However, in reality, most subsystems are neither
closed nor independent of one another. More realistically, subsystems often share
common drivers and (sub)components. Indeed, the interface between subsystems
could be more interesting than the components; if a system can be compartmen-
talized into completely unrelated and independent subsystems, then the system
approach would have almost become a moot exercise. From a model building per-
spective, it would be easier, perhaps as part of a divide-and-conquer strategy, to
first develop models for subsystems and then “glue” the established subsystem
models together to form a system model.

This paper attempts to explore methods for integrating subsystems, which
may overlap with each other, into a coherent system through a generalized ver-
sion of the dependency network (GDN) [3], a modeling tool developed for han-
dling complex and reciprocal relationships. The subsystem method is primarily
motivated by two applications - the study of childhood obesity, which we briefly
described above, and that of the aging and disablement process in older adults.
Because of space limitation, in this paper we only focus on the latter. A contem-
porary view of the human disablement that emerged from the literature is that
it is a complex dynamic system that consists of multiple subsystems interacting
with each other [4]. Two particular challenges when one applied a system science
approach to the aging and disablement model are: (1) inference in the presence of
a large number of variables that can be approximately categorized into different
subsystems but the subsystems also have overlapping variables, and (2) integra-
tion of data sets collected from different studies, which possibly have different
emphases on the types of data they respectively collect. In this paper we com-
pare several techniques for solving the two issues within the system-subsystem
dependency network framework. We respectively use data from a large-scale epi-
demiologic study to illustrate the solution to the former issue, and additional
data from large-clinical trial to illustrate the latter.

2 Background for Generalized Dependency Network and
the Techniques for Learning the Network

As an alternative modeling tool to Bayesian network or graphical model based on
directed acyclic graphs (DAG)[5], dependency network is a probabilistic model
that is represented by a product of conditional probabilities p(z;|pa(z;)), where
x; denotes a variable in the network, and pa(x;) denotes the parents of x;. Consis-
tent dependency networks are cyclic graphical models in which all the conditional
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probabilities can be derived from a joint probability distribution. The consistent
dependency network has not attracted much attention because of the restriction
that the set of conditional distributions has to be consistent with a joint proba-
bility distribution. Developed by a team of scientists at Microsoft Research [3],
the GDN removes the consistency requirement. A (pseudo) Gibbs sampler for
inference was also proposed to reconcile inconsistency between conditional distri-
butions. The GDN is especially useful for encoding predictive relationships and
provides better predictive accuracy because of its collective inference approach
as opposed to inference based on individual conditional distributions.

To illustrate the idea, consider the simple (cyclic) GDN in Fig. 1 in which
X, Y, and Z are variables. The parents for X, Y, and Z are, respectively,
(Y,Z), X, and Y. Consider the following three regression models that are in-
dividually specified according to the GDN in Fig. 1: x = ag + a1y + asz + €1,
y=Po+ iz +¢€ and z = vy + 11y + €3, where €1, €2, and €3 represent Gaus-
sian noise, and «, 3, denote regression coefficients. When empirical data from
a data set are used to independently estimate the three submodels, the result
may not lead to a proper joint distribution. It is argued that if a GDN is esti-
mated from the same data set, which is assumed to be generated from a proper
joint distribution, then the set of conditional distributions would be consistent
when the sample size is large; in that case a generic Gibbs sampler would also
accurately recover the joint distribution. By consistent (or compatible), we refer
to the property that there exists a proper probability distribution that can be
used to derive each individual conditional distribution. The Gibbs sampler is a
simulation based estimation algorithm that iteratively draws sample x; from the
conditional distributions p(x;|pa(x;)). It can be proved that this simple scheme,
regardless of where one starts, will converge and lead to samples drawn from the
underlying joint distribution [6]. In Fig. 1, for example, the Gibbs sample would
take the form of iteratively sampling from the following conditional distribu-
tions: p(x|y, 2), p(z|y), and p(y|z). It is worth pointing out that when creating a
GDN, there is no restriction on the predictive tool - e.g., decision tree or neural
network - can be used instead of linear regression.

Fig.1. A simple general dependency network

The system-subsystem dependency network we propose in this paper is even
more general; we extend “variable” in GDN to “subsystem”. Without resorting
to formality, we illustrate the approach using a simple two-subsystem example
from an aging study. Assume that there are two subsystems, S1 of self efficacy
about functions, and S2 of physical performance as measured objectively by
several variables, and that there is a single measure, indicated by variable X,
that is common to both subsystems (Fig. 2). Furthermore, assume that there
exist two distinct data sets D; and D, that are respectively associated with
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the two subsystems. Following the GDN approach for variables, the system-
subsystem GDN proceeds as follows: (1) learn a GDN for subsystem S; using
data set D; ; likewise, learn (independently) a GDN for subsystem S; using
data set D5 ; (2) apply a system-level pseudo-Gibbs sampler p(S51]S2) , p(S2|S1) ,
defined by the following implementation, which we call the ordered pseudo-Gibbs
sampler: (a) for p(S1|Sz2) , draw a sample from the three conditional distributions
p(X1|X0,X2) 5 p(Xg‘Xo,Xl) 5 and then p(X0|X1,X2) ] and (b) for p(SQ‘Sl) 5
draw samples from p(X35|Xo, X4, X5) , p(X4| X0, X3, X5) , p(X5| X0, X3, X4) , and
then p(Xo|Xs, X4, X5) ; (3) iterate; (4) when the ordered pseudo-Gibbs sampler
reaches convergence, collect the sample X* = (X7, X7, X7, X7, X7y, X55) for
inference for the entire system.

Subsystem S1

@

e Subsystem S2

Fig. 2. Two subsystems with a common variable

The implementation of the ordered pseudo-Gibbs sampler for system-subsystem
described above is an extension of the fixed-scan procedure in GDN for potentially
incompatible distributions. Fixed-scan Gibbs samplers follow a prefixed order of
sampling - e.g., for 3 variables, X1 — X3 — X3 — X; and so on [6]. However,
fixed-scan pseudo-Gibbs sampler, which is commonly used in Bayesian estimation,
is not optimal for potentially incompatible conditional distributions in the sense
that the conditional distributions derived from the inferred joint distribution may
have large error variances [7,8]. It has been shown that by exploiting the full range
of possible scan orders, either through a technique called the Gibbs ensemble, or
through randomizing the scan order during sampling [9] in the pseudo-Gibbs pro-
cedure, one can substantially reduce the level of incompatibility measured in error
variances.

3 Analysis 1: Comparison of Methods

Here we expand the idea of randomizing scan order to include the subsystem-
level (e.g., for a 3-subsystem system, instead of following a fixed order cycling
through the subsystem S; — S; — S3 — Sp, use a random order such as
S; — S3 — S1 — Sz and so on). This is in addition to implementing random scan
at the variable level within a subsystem. Four different methods were compared:
(1) Random scan at the subsystem level and fixed scan at the variable level (RF);
(2) Random scan at the subsystem level and random scan at the variable level
(RR); (3) Random scan at the subsystem level but with the restriction that each
subsystem must appear once and only once in a cycle (e.g., S1 — S3 — Ss for a
cycle at the subsystem level), and fixed scan at the variable level (RF*); and (4)
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Random scan at the subsystem level in which each subsystem must appear once
and only once in a cycle, and random scan at the variable level (RR*). Because
using fixed scan algorithm at the both the subsystem and the variable level often
failed to converge or converged to apparently highly biased solution, we did not
include it into our comparison study.

We used a data set from a multi-center epidemiological study - the Health Ag-
ing and Body Composition Study (Health ABC) - to anchor the comparisons.
The Health ABC is a cohort study focused on understanding the relationship
between body composition, weight-related health conditions, and incident func-
tional limitation. This rich data set now contains more than 10 years of follow-up
since its inception in 1997/98, when baseline data were collected. The study sam-
ple consisted of 3,075 well-functioning black and white men and women aged 68
to 80 years, recruited from two field centers in the Eastern part of the U.S. For
the purpose of the current study, selected variables were used to represent four
subsystems. Fig. 3 shows the four subsystems and the set of common variables
across the subsystems - Disease status (S1), Mental status (S2), Self-efficacy
in function (S3), and Physical performance (S4), whereas the common set of
variables include demographic information (gender, age, and race) and anthro-
pometric measure (BMI). The L-divergence and the L; discrepancy (e.g., see
[7]) were used to measure error, which is defined as a function of the difference
between the derived conditional distribution and the actual conditional distri-
bution within each subsystem S1-S4. Errors were normalized by averaging the
total cumulative errors across the number of cells used in each subsystem so that
values across subsystems could be fairly compared. For each method, a total of
300 million Gibbs samples were used to estimate the cell probabilities.
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Fig. 3. Four subsystems with a set of common variables in HABC

3.1 Results for Analysis 1

Table 1 shows the errors (smaller is better) across the 4 methods. In general, the
random scan methods are superior to their respective fixed scan counterparts.
For example, RR, the method that uses random scans at both the subsystem
and variable level has, on average, a reduction of 38% on L-divergence and 20%
on L; divergence. We were surprised by the improvement in RR* over RR, which
appears to be consistent across the subsystems, even though the magnitude is
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not as large as the improvement seen in comparing RR and RF, or RR* and RF*.
Simply enforcing the requirement that each cycle walks through all subsystems
appear to help overall performance, if not the rate of convergence.

Table 1. Normalized error rates (x107?) of 4 pseudo-Gibbs-sampler methods

L-divergence L
Method S1 S2 S3 S4 S1 S2 S3 S4
RF 5.25 13.6 7.56 6.69 53.0 79.3 53.7 58.6
RR 3.25 7.16 4.75 4.78 42.3 58.6 43.0 50.1
RF* 5.21 13.6 7.50 6.67 52.8 79.3 53.3 58.5
RR* 3.04 6.47 4.45 4.59 40.9 55.9 41.7 49.1

4 Analysis 2: Learning from Two Data Sets

The second example illustrates how the system-subsystem GDN approach could
be used to learning networks from different data sources. In this example, be-
sides some common variables (age, gender, BMI), we selected a few variables
(lift index and narrow walking ratio) from the HABC study as well as a few
variables (the physical component summary (PCS) and mental component sum-
mary (MCS)) from the Action For Health in Diabetes (LookAHEAD) study,
a multi-site randomized clinical trial. We used the entire sample of HABC as
in Analysis 1 and a sample N=770 from the LookAHEAD trial in our analy-
sis. Unlike the HABC sample, which contains 18% of individuals with diabetes,
the LookAHEAD sample only contains participants with diabetes. The LookA-
HEAD sample also represents a younger cohort than the HABC sample (50%
below 71 years old in LookAHEAD versus 29% in HABC) as well as a more
obese cohort (BMI > 30 is 78% in LookAHEAD versus 25% in HABC). Such
differences in the samples arose from the design of the respective studies - e.g.,
only individuals with diabetes and were overweight were eligible for LookA-
HEAD. As a result, the distributions in many of the variables considered in this
analysis were not similar. We ran the several methods described above using
both data sets and then estimated the strengths of associations between vari-
ous factors included in the system-subsystem GDN. Because the variables were
all discretized, we followed a commonly used approach in bioinfomatics and or-
dered their p-values. Then we used the magnitude of the p-values to indicate the
strength of association.

4.1 Results from Analysis 2

An inspection of the error rates across the four methods showed that there were
less of a difference between the error rates across the methods than in Analysis 1,
although the overall trend still favored random scan methods. Because of limited
space and given the evidence regarding the strength of the RR* method in the
first analysis, here we only report results from the RR* method. Fig. 4 shows the
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relative strengths of the associations (bidirectional) between the variables within
the two subsystems (indicated by boxes in Fig. 4). Diabetes status was included
as a “common” variable because it was needed for both data sets for indicating
the status of a participant. The strongest association appear to be between the
variable pairs BMI and diabetes, and lift index and gender (p < 1073%). Moderate
association exist between PCS and MCS in subsystem S2. However, both PCS
and MCS do not appear to have either strong or moderate associations with the
other variables. We shall further discuss this in the Discussion section.

Lift ability Narrow walk ratio

S2

Age Diabetes

— Strong relation

Moderate relation MCS O O PCs

—— Weak relation

Fig. 4. Structure of two subsystems using data from two different sources

5 Discussion

The GDN has the promise to become an important tool set for system science
because it is highly flexible, convenient to implement, and has the potential to
integrate heterogeneous data sources. One contribution of this paper is to ex-
tend the concept of GDN from variable to subsystem. Currently the standard
method for learning the joint distribution and making subsequent inference is
the pseudo Gibbs sampler, which was also adopted in the current work to a sys-
tem of componential networks, or subsystems. One surprising finding both from
this work and previous work is that the usual fixed scan Gibbs sampling method
does not work well. Analogous to the local optima problem in optimization, the
fixed scan Gibbs sampler for potentially incompatible conditional distributions
may be trapped in suboptimal paths, and as a result either does not converge
or converges to a biased solution or solutions of high variance. The random scan
method offers a relatively simple and quick fix. In this paper we offer further
evidence that the pseudo Gibbs sampler can be enhanced when random scan is
applied to the subsystem level. A third contribution of the paper is the illustra-
tion of using the GDN for integrating different data sources, as demonstrated in
the joint analysis of the HABC and the LookAHEAD data sets.

The intuition behind the system-subsystem GDN is that it is often easier to
study components of a system and subsequently integrate the components. The
process of integration is typically “messy” so approximate method needs to be
used, and the pseudo Gibbs sampler emerges as a powerful tool for this purpose.
The idea of using the Gibbs sampler in a subsystem analysis is to allow informa-
tion from one subsystem to “diffuse” to another subsystem through the repeated
draws of samples from the common, or the overlapping part of the subsystems such



66 E.H. Ip, S.-H. Chen, and J. Rejeski

that potentially incongruent subsystems will “reconcile” with each other. There
are however many challenges that remain to be studied and solved.

First, by restricting the relationship between variables to be bidirectional
and thus associative, we have not exploited the full modeling strength of the
GDN. The GDN in general allows directed arcs in the corresponding graph.
While it is true that typically only for a few well studied pathways of which
causality could be well understood, in many cases only correlation could be
readily established, resulting in a “picture” that contains a mixture of directed
causal pathways and undirected relationships. The examples we used did not
address possible causal relationships or mixture of relationships. We also have not
used variable selection methods for simplifying potentially complex structures. In
the pseudo Gibbs sampler, we used the full set of conditional variables. However,
this limitation, while affecting interpretation of the structure, is not likely to have
any meaningful impact on the evaluation of the performance of the methods.

The second challenge has to do more with the inherent heterogeneity that
typically exist across different data sets. In Analysis 2, we observed that the
data from the LookAHEAD study in the second subsystem (S2) did not seem to
affect the parameters in the variables in the first subsystem (S1). The information
exchange between subsystems might be more meaningful if for example, both
diabetic and non-diabetic individuals are present in both studies. Heterogeneity
of data from different sources is a significant issue that is beyond the scope of
this paper and will require further research.
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Abstract. Individuals make decisions every day. How they come up with esti-
mates to guide their decisions could be a result of a combination of different in-
formation sources such as individual beliefs and previous knowledge, random
guesses, and social cues. This study aims to sort out individual estimate assess-
ments over multiple times with the main focus on how individuals weigh their
own beliefs vs. those of others in forming their future estimates. Using dynam-
ics modeling, we build on data from an experiment conducted by Lorenz et al.
[1] where 144 subjects made five estimates for six factual questions in an iso-
lated manner (no interaction allowed between subjects). We model the dynamic
mechanisms of changing estimates for two different scenarios: 1) when individ-
uals are not exposed to any information and 2) when they are under social
influence.

Keywords: Estimate aggregation, collective judgment, and social influence.

1 Introduction

The present study examines individuals’ mechanisms for revising their estimates in
the presence and absence of social influence. How do people weigh their previous
estimates while forming new estimates? How do they account for the judgment of
others in their next estimate? We base our modeling and estimation work on the data
of an experiment by Lorenz et al. [1] where each individual, in 12 groups of 12
people, makes five estimates for six factual questions. Lorenz et al. [1] study different
scenarios when individuals do not receive any feedback about others’ estimates and
when they are given feedback to some degree. Before reviewing their experiment (in
Section 2) and presenting our modeling work (in Section 3), we review the key find-
ings of the literature regarding this topic and identify the research questions to which
we contribute.

1.1  Aggregation of Individual Estimates

One of the main research areas relevant to our study is the impact of aggregation of
individual estimates. In general, individuals aggregate their opinion by averaging
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[2, 3]. Although nineteenth century scientists did not trust averaging [3], recent stu-
dies have shown that the average of multiple estimates from different individuals is
more accurate than the average of multiple estimates from one individual [4-11].
Surowiecki [12] demonstrates that the results of aggregating individual estimates are
superior to even those provided by experts.

Averaging increases accuracy, because different individuals’ estimates often
bracket the true value and thus averaging yields a smaller error than randomly choos-
ing one estimate. Only if significant bias is present across all individuals, and thus the
estimates do not bracket the truth, the average would be as accurate as a random esti-
mate [3, 5, 8, 9]. Research shows that averaging ensures that the result has lower va-
riability, lower randomization error, lower systemic error, and converges towards the
true forecast [see: 5, 13, 14]. Additionally, averaging not only increases the accuracy,
but also some form of averaging is almost nearly optimal. Yaniv [6] notes the “inde-
pendency of individual” as a central condition for obtaining optimal accuracy, and
Hogarth [15] presents that groups containing between 8 and 12 individuals have pre-
dictive ability to the optimum. This simple mathematical fact of averaging individual
estimates, the so-called “wisdom of crowds”, can be easily missed or even if it is
seen, it can be hard to accept [12].

1.2  Weighing Process in Aggregation

Research shows that people make decisions by weighing their own opinions with
advice from other sources [16]. In the process of giving and receiving advice, individ-
uals discount advice and weigh their own opinions more because they are usually
egocentric in revising their opinions and have less access to reasons behind the advi-
sor’s view [6, 17, 18]. Harvey and Harries [19] observe a similar behavior in their
experiment, where individuals put more weight on forecasts that are their own rather
than on equivalent forecasts that are not theirs. In short, differential access to reasons
(e.g. advisor’s reasons) and egocentric beliefs are the two common causes of over-
weighing one’s own opinions; however, Soll and Mannes [3] show that neither of
these two can fully account for the tendency to overweigh one’s own reasons.

Yaniv and Milyavsky [20] note that individuals with less information change their
opinions based on advice more than more knowledgeable individuals. In their expe-
riment, individuals were less likely to change their initial opinion if they had a strong
and formed opinion than others who had not. Additionally, Mannes [21] believes that
when individuals recognize the wisdom of crowds and place more weight on their
opinions, their revised belief becomes more valid.

In sum, studying the effects of social influence on individual decision making is
important to evaluate the reliability of their specific predictions. In fact, the internal
mechanisms that drive individuals to update their estimates are not fully specified in
the literature, especially when they are under social influence. To be more clear, so-
cial influence occurs when an individual changes her attitude because of the attitudes
of others; that is, when an individual’s beliefs, feelings, and behaviors are affected by
other people [22].
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2 The Experiment

Lorenz et al. [1] ask 144 students to answer six quantitative questions on geographical
facts and crime statistics in Switzerland, including (1) population density, (2) border
length, (3) the number of new immigrants, (4) the number of murders, (5) the number
or rapes, and (6) the number of assaults. The participants were split randomly into 12
experimental sessions, each consisting of 12 participants. Each question was repeated-
ly answered in five rounds (time periods). The questions were designed in such a way
that individuals were not likely to know the exact answer, but could still have some
clue. Participants did not interact with each other and the only information they re-
ceived about the others’ estimates was provided by experimental manipulation (no
information, aggregated information, and full information) through the software inter-
face. Individuals were also asked about their confidence levels in their first and fifth
estimates for each question on a six-point Likert scale (1, very uncertain; 6, very cer-
tain). The confidence level values were not provided to the others.

Three different scenarios were tested regarding information exposure, including
“no information”, “aggregated information”, and “full information”. In the no infor-
mation scenario, individuals were not aware of others’ estimates and, therefore, the
five consecutive estimates were made with no additional information. In the aggre-
gated information scenario, each subject was provided with the arithmetic average of
others’ estimates in the previous round. Finally, in the full information scenario, indi-
viduals received a figure of the trajectories of all others’ estimates along with their
numerical values from the previous round. For each group, two questions were posed
in each information scenario. The order of questions in each information condition
was randomized.

Subjects were encouraged to answer questions precisely by offering them financial
rewards. Individuals received increasing monetary payments if their estimates fell into
the 40%, 20%, or 10% intervals around the truth; otherwise, they received no reward.
The correct answer and rewards were disclosed at the end of the experiment to avoid
giving away a priori knowledge about the right answer.

3 Modeling

In this study we design two scenarios, no information (No Info) and aggregated in-
formation (Aggregated Info), to reproduce the dynamic mechanism of changing esti-
mates, over five estimation making rounds. No Info and Aggregated Info models are
discussed in Sections 3.1 and 3.2 respectively. Parameter estimation is then presented
in section 3.3.

3.1 No Info Model

We present two alternative models for the No Info scenario. In the first model, esti-
mates are generated anchoring on the initial estimate. In the second one, estimates are
generated anchoring on all previous estimates (a weighted average of those).
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No Info Model 1

The key hypothesis here is that people change their estimates depending on the
previous estimates and some random variations, where the higher their initial confi-
dence level is the less variation will be observed in the estimates. Estimate of individ-

ual i at round r, (E'i(r)), r € {1,...,5}, is generated based on the initial estimate
(Ey;) and a change rate (€, M):

EP =Ey + ¢, re(l,..5) (1)
Ci(r) is the rate at which an estimate becomes the next desired estimate (note that
¢;? =0,s0 E'i(l) = Ep,). ;" is calculated as:
¢ =DpE® —ED 2)
Desired estimate (DE; (r)) is estimated based on Ej; and some variations (Vi(r)):
DE,™ = E,, v, 3)

V; ™ is then generated using a lognormal random variable to change the next desired

estimate at each round, V;” = exp(¢) where é~N (0, c?’i(r)). We hypothesize that
~(r)
0;

is a function of individual’s initial confidence level (CL; is between one and six;
it is normalized as CL; = %% so CL; € {0,0.2,0.4,0.6,0.8,1}). It can be simply
assumed that 6i(r) is linearly changing in the range of [0,1] based on CL] but the expe-
rimental data does not evidence such linearity. We use equation 4 to estimate the
functional structure of 6i(r),

s0(CL, a,By) =v[B+ (1 —CLHA - P, {@.By}ER “
a, 5, and y are control parameters (to be estimated) where: ¢ > 0 controls the con-
vexity shape of the function (linear function if ¢ = 1); 0 < < 1 controls the inter-
sect of 6i(r) at CL; =1, e.g. {@(r)(CL*; =1)=0|g = 0}; and y > 0 controls the

intersect of 67 at CL; = 0, e.g. {6i(r)(CL’{ =0) =1y = 1}.

No Info Model 11
In the second model, individuals take into account all previous estimates for making

estimates rather than only their initial estimate as a pivot point. £ i(r), estimate of indi-
vidual i at round r, is a linear combination of weighted previous estimates (El.(j )), jﬂ1
previous estimate made by individual i, (j < r and j € {1, ...,4}). Also, weights (W)
are assigned to estimates of previous rounds, j" previous estimate. E"i(r) is calculated
as shown in equation 5.

Zg E_(T—l) A,
i

p(r) _
Ei - 212* W(r_l)

, T €{2,..,5) 5)
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3.2  Aggregate Info Model

In this model, individuals are affected by social influence as they are given the group

average (GA™) = L 12 E .(r)) of the previous round. The main idea is that individu-
12 L

als make estimates based on a weighted average of their own estimates and the group
average. Individuals also consider the group average based on two variables: degree
of compliance DC; (how much they rely on the opinion of others) and threshold T;
(e.g. they do not take into account the group average when it is T; times
bigger/smaller than their own estimate). The degree of compliance (0 < DC; < 1),
defines whether the individual is willing to follow the group estimate and is based
on CL}:

DC; =9[¢+ (1 -CcLMA -]

where, {n,{,9} €R and >0, 0<{ <1, 0<9<1 ©)
Defining El.(j ) and W) as same as in the No Info model 11, E'l.(r) is calculated as:
. r E'(r—l)W(r—l)
EM = DC* GAT™V 4+ (1 - DCy) + 25 W' (7)

YLWo-D

We design five hypotheses to study the structural form of DC; and T; on estimates
as: Hy: fixed DC; without T;, H,: fixed DC; and fixed T;, Hj: fixed DC; and variable T;
(T; = p + wCL;, {p, w} € R), Hy: variable DC; and fixed T;, Hs: variable DC; and
variable T;. The results of F-tests show that Hs has less error and variance. Note that
in equation (7), DC; = 0 if the group average is T; times bigger/smaller than individu-
al’s estimate.

3.3 Parameter Estimation

No Information Model

The maximum likelihood estimation is used to estimate parameters so that the model
optimally fits the experimental data. The results of the parameters’ estimation are
shown in Table 1. Comparison of the two models indicates that although they do not
significantly differ in variability, model II provides a better fit with the experimental
data.

Table 1. Parameters estimated in No Info models

No Info, model I No Info, model IT
Parameter  Estimation (95% CI) Parameter  Estimation (95% CI)
a 2.07 (2.05-2.09) w®*  0.33(0.27-0.40)
B 0.80 (0.75-0.91) w® 0
Y 1.06 (1.05-1.07) w® 0

#* W is weight of /" previous estimate. W ® = 1.
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Aggregated Information Model

Parameters are estimated using the maximum likelihood estimation. Given estimated
p and w as 5 and 3 respectively, individuals’ threshold T; to follow the group average
varies between 5 and 8 with respect to their confidence level. Table 2 shows parame-
ters estimated in the Aggregated Info model.

Table 2. Parameters estimated in Aggregated Info model

Aggregated Info
wY DC; parameters
Parameter  Estimation (95% CI) Parameter Estimation (95% CI)
W@+ 0.21 (0.14-0.22) n 1.25 (0.59-1.90)
w® 0 9 0.54 (0.51-0.60)
w® 0 ¢ 0

* WO is weight of /™ previous estimate. W™ = 1

4 Discussion

In this study we aim to understand how individuals weigh previous estimates of their
own in presence and absence of social influence. We first modeled the No Info scena-
rio where individuals were not aware of others’ estimates. Two models were tested
for this scenario—in model I individuals rely only on their initial estimate while in
model II they take into account all previous estimates rather than only their initial
estimate. Our analysis shows that Model II provides a better fit with the experimental
data. The main difference between the No Info model II and the Aggregated Info
model is that in the Aggregated Info model each subject was provided with the arith-
metic average of others’ estimates in the previous round, in other words, individuals
were affected by social influence.

We show that in both scenarios, the initial estimate has no significant influence on
the final estimate, which is not consistent with Mannes’s [21] findings. One reason for
this could be the best guess efforts are the most updated ones for individuals and not
their initial ones. Another reason could be that individuals do not know the true value
and as they also do not receive any feedback about others’ estimates, they change
their ideas based on their more recent thoughts.

Our results also show that when individuals are not affected by social influence
they use one and two previous estimates to generate new estimates, where the two
previous estimate has lower weight, 0.33 (0.27-0.40). When they are affected by so-
cial influence, they still use only one and two previous estimates and the two previous
estimate has lower weight 0.21 (0.14-0.22). Comparison between those situations
reveals that the weight of the two previous estimate is lower when individuals are
given the group average—they tend to make a combination of their own estimates and
of the others. To do so individuals consider two variables, threshold and degree of
compliance as functions of their confidence level, to include estimates of others in
their next estimate. Our analysis reveals that individuals have a threshold of about 6.5
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(they do not take into account the group average when it is 6.5 times bigger or smaller
than their own estimate), to consider the group average as significant. This result is in
close accordance with Yaniv’s study [20].

One of our major limitations in this study is the small sample size of the experi-

mental data. The precision and accuracy of our estimates can be potentially improved
as larger data are analyzed. Future research can also apply our models in different
settings to test the robustness of the findings. Analysis of inconsistencies of research
findings such as the influence of initial estimate on the final estimate could be also
another research work.
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Abstract. We compare samples of tweets from the Twitter Streaming
API constructed from different connections that tracked the same pop-
ular keywords at the same time. We find that on average, over 96% of
the tweets seen in one sample are seen in all others. Those tweets found
only in a subset of samples do not significantly differ from tweets found
in all samples in terms of user popularity or tweet structure. We con-
clude they are likely the result of a technical artifact rather than any
systematic bias.

Practically, our results show that an infinite number of Streaming API
samples are necessary to collect “most” of the tweets containing a popu-
lar keyword, and that findings from one sample from the Streaming API
are likely to hold for all samples that could have been taken. Method-
ologically, our approach is extendible to other types of social media data
beyond Twitter.

1 Introduction

A common method for collecting data from Twitter is to provide a set of key-
words representative of a current event or trend to the “Streaming API”!. The
Streaming API provides only a portion of the tweets matching the proscribed
keywords?, but delivers these messages in near-real time.

The Streaming API provides “enough” data for most analyses. However, sit-
uations do arise where this is not the case. For example, this limit is generally
assumed to be too low when the research is aimed at testing data-hungry algo-
rithms for pattern identification [1]. Additionally, in disaster situations, a given
sample from the Streaming API may only contain peripheral chatter from the
greater Twitter-sphere, therefore missing the relatively small number of tweets
sent by victims. Recent work also suggests that even where a researcher does not
want more data, her sample from the Streaming API may be a biased represen-
tation of the full data [2]. Consequently, datasets that have been pulled from the

! https://dev.twitter.com/docs/streaming-apis

2 We find it provides on the order of 50 tweets per second, though the more common
assumption is that it provides no more than 1% of the entire volume of all tweets
sent within a particular interval.

W.G. Kennedy, N. Agarwal, and S.J. Yang (Eds.): SBP 2014, LNCS 8393, pp. 75-83, 2014.
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Streaming API and analyzed as representative of the entire collection of relevant
tweets may lead to inaccurate conclusions.

The simplest solution to these issues is to get the full set of tweets pertaining
to a given keyword set via the “Twitter Firehose”. However, Firehose access
is often prohibitively expensive. Consequently, the most popular way to access
Twitter data is to use the Streaming API and ignore or design around these
limitations [3]. As boyd and Crawford [4, pg. 669] note, however, “[i]t is not
clear what tweets are included in. .. different data streams. .. Without knowing,
it is difficult for researchers to make claims about the quality of the data that
they are analyzing”. Our work addresses three important open questions in this
area:

— RQ1: How different are Streaming API samples from others taken at the
same time tracking the same keywords?

— RQ@2: Can one obtain more tweets by employing multiple Streaming API
samples?

— RQ3: If Streaming API samples are different, do the features of tweets shared
across samples differ from those that are not?

To address these issues, we use a pool of five connections to the Streaming API
to track the same popular keywords at the same time. We repeat this process
several times with different terms to test the robustness of our findings. With
respect to RQ1, on average over 96% of the tweets captured by any sample are
captured by all samples. This differs significantly from what is expected under
uniform sampling of the full set of relevant tweets, a quantity we derive. Thus,
it appears that Twitter provides nearly the same sample to all Streaming API
connections tracking the same term at the same time.

Given the magnitude of the overlap across samples, it is not surprising that
with respect to RQ2, a practitioner would need nearly an infinite number of
Streaming API samples to capture the full set of tweets on a popular topic.
However, this does not rule out the possibility that the small percentage of tweets
unique to each sample are somehow different from those seen by all. To this end,
and with respect to RQ3, we compare tweets found by different subsets of our
five connections. Across metrics covering user popularity and tweet structure,
we find no practically interesting differences in tweets seen in different numbers
of samples. Rather, the only difference observed relates to the time tweets are
delivered within sub-intervals of the sampling period (described below). We take
this as evidence that Streaming API samples are slightly different only because
of a technical artifact in how Twitter constructs samples on the fly.

Our results have two important practical implications. First, we show that
research conducted on a single sample of the Streaming API is likely to generalize
to any other Streaming API sample taken at the same time tracking the same
terms. Second, we show that if one desires more data than the Streaming API
provides and is not willing to pay for it, trying to obtain more tweets using
more Streaming API connections on the same keyword is not a feasible solution.
Beyond these practical implications, the methodology used here is applicable to
similar questions regarding the quality and quantity of data obtained via other
social media APIs.
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2 Related Work

Geo-spatial filters, network-based sampling algorithms [5] and user-based sam-
pling [6], amongst several other approaches, have all been used to capture data
from Twitter. Interest has also increased recently in how to perform sampling
effectively under the constraints imposed by Twitter [7,3], leading to innovative
solutions for capturing more complete data. However, it still appears that the
most common method for extracting data from Twitter is simply to specify a set
of manually-defined keywords to the Streaming API and capture the resulting
messages. Thus, we focus on this sampling methodology here.

There are only two articles we are aware of that explicitly consider bias across
samples on Twitter. In [8], the authors compare a sample from the Streaming
API to one collected from the Search API?, stating “[t]he alternative to com-
paring samples to the full stream of information is to compare the two available
API specifications: streaming and search”. This characterization of the options
available for study is not, in our opinion, complete. In understanding biases that
may exist across APIs, one must first understand potential biases of each API
individually, as is done here. More recently, [2] found that the set of tweets re-
turned from a Streaming API sample provided aggregate network, topic and
hashtag based metrics that did not comply with those computed on the full set
of tweets matching the proscribed parameters that were sent during the sampled
same time period. Our work complements their efforts by showing that findings
would almost surely have extended to any sample from the Streaming API that
might have been taken at that time.

3 Methodology

Answering our three research questions required that we draw multiple, simul-
taneous samples of tweets from the Streaming API using identical keywords as
search terms. Because drawing each sample from the API required a unique
Twitter user, we obtained access to five accounts for the purposes of this ex-
periment. We used the Twitter API as of November 15, 2013 and carried out
all connections to it using Hosebird*, Twitter’s open-source library for accessing
the Streaming API.

We ran all five Streaming API connections simultaneously for two hours for
each of the configurations listed in Table 1. Each configuration was run twice
for a total of fourteen independent sampling periods. The configurations tested
include adding a non-sensical term (“thisisanonsenseterm”) to each connection,
adding different terms (specifically, the name of the Twitter account for the given
connection) to each connection, using multiple keywords as opposed to just one
and staggering the starting time of the different connections by .15 seconds to
alter sampling intervals. While one would never be interested in the keyword
sets shown in Table 1, ongoing work on disasters suggests samples taken here

3 https://dev.twitter.com/docs/api/1.1
4 https://github.com/twitter/hbc


https://dev.twitter.com/docs/api/1.1

78 K. Joseph, P.M. Landwehr, and K.M. Carley

Table 1. The configurations tested in our experiment. Note each is run twice. All runs
are in a separate two-hour period with all five connections.

Keywords Staggered Keywords Staggered Keywords Staggered
the no the yes i no

the, thisisanonsenseterm no be no the, i, be no

the, {user name} no

are of comparable size to collections of disaster-related tweets collected in the
few hours after a natural disaster.

After generating our samples and before analysis, we checked to ensure that
there were no disconnections from the APT during sampling (occasionally, Twit-
ter will disconnect users from the API and make them re-connect). This infor-
mation, along with all code and public data for the present work, can be found
at https://github.com/kennyjoseph/sbp 14.

4 Results

Table 2 shows the variables we consider throughout this section- note that each
variable is defined for each individual run configuration. Across thirteen of the
fourteen configurations, n was almost exactly 367K for all ¢ € C. Indeed, av-
eraged across all configurations, o, ~ 7tweets. For the theoretical derivations
that follow, we thus use the simplifying assumption that n is constant across all
c. The one configuration in which n was not close to 367K was one of the two
configurations using the term “be”, where we captured only around 335K tweets.
This presumably occurred because the sample was taken early in the morning
(EST), when the volume of English tweets was low.

Table 2. Variables used in this section

T  The set of all tweets in the interval matching any keyword being tracked

C  The set of samples of T obtained via our Streaming API connections

L; . Random variable denoting the likelihood that a tweet ¢ € T is in any c € C

X:; Random variable denoting the number of samples in C' in which we see tweet ¢
n  The size of each sample in C

on The standard deviation of n across C'

Values of |§E|, the mean percentage of all relevant tweets captured in a given
configuration, ranged from .06-.30 across all runs except for this outlier, where
the value raises to .94. The size of T' is determined by making use of the “limit
notice”® from the Streaming API, a property not available in previous studies
[2,8,3] and one that consequently warrants mention. Approximately once per
second, the Streaming API sends a limit notice (instead of a tweet) detailing
how many tweets matching the given keywords have been skipped because of
rate limiting since the connection began.

® https://dev.twitter.com/docs/streaming-apis/messages#Limit notices limit
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Fig. 1. The empirical distribution of X, (red) versus the theoretical distribution (cyan)
presented as box plots of values for the different configurations
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4.1 RQ1: How Different Are Streaming API Samples from Others
Taken at the Same Time?

One way to understand how different samples are from each other is to compare
to a theoretical baseline of how different we would expect them to be if all ¢
provided an independent, uniform sample of T'. Under this assumption, it follows
that V¢, ¢, Lt ~ Bernoulli(‘% ). That is, the likelihood we get any tweet in T
in a given ¢ is equal to the number of tweets in the sample divided by the
number of all tweets matching our keywords. Since X; = Zcec Ly .., we can say
that V¢, X; ~ Binomial(|C|, 7] ). For all of the values of 7 except for our one
outlier, we would thus expect the probability of a tweet appearing in exactly X;
samples to decrease rapidly as X; increases.

Figure 1 shows the distribution governing X; as two sets of box plots®. Cyan-
colored box plots depict the range of possible theoretical values taken on across
run configurations, while red denotes the same information for the empirical
data. Data falling outside the inter-quartile range depicted by the box plots are
shown as points. The theoretical values for each configuration are determined
by via the binomial distribution, where the second parameter is set to 5||C;J|’ the
mean size of the five samples. Because the estimated shape of the distribution was
different for each configuration, box plots are used for the theoretical distribution
as opposed to showing a single probability density function.

As is clear, the empirical data is not binomially distributed. Over 96% of
the tweets found by any ¢ were found by all ¢, something that would occur
on average less than .000001% of the time if sampling were to occur randomly.
Even in the most extreme outlier case described above, where n = |T| and we
would thus expect “most” tweets to be seen by all samples, odds of this were
still much higher in the real data than would be theoretically expected under
uniform sampling. This shows the value in comparing to a theoretically derived
result and perhaps best of all indicates that one should expect samples taken at
the same time on the same terms to be nearly identical, regardless of the size
of T.

5 X; = 0, the likelihood that no c observes t, is not shown.



80 K. Joseph, P.M. Landwehr, and K.M. Carley

4.2 RQ2: Can One Obtain More Tweets Simply by Employing
Multiple Streaming API Samples?

Given that Twitter makes money selling their data, it is not particularly surpris-

ing that Streaming API samples are almost identical. Again, a theoretical com-

EtET I?fO(Xt)]

7| ’

the expected proportion of tweets in T' that we will get with |C| samples, under

the assumption of random sampling. Note that in this quantity, I:o(X}) is the

indicator function that is 1 if and only if X; > 0 and is 0 otherwise. Line 1

of Equation 1 uses the law of iterated expectations. Line 2 uses the fact that

E[l+0(X;)] = P(X; # 0). Line 3 substitutes in the value for P(X; = 0), which

equals the odds that a single ¢ does not see a given tweet raised to the |C|*"
power.

parison is of use to prove this point. Equation 1 below derives E[

E[ZteT I¢0(Xt)} - ZteTE[I;ﬁO(Xt)]
T B T
S PO £ 0) _ Spep - P(X, = 0)
T T
S0 g
- 7| =10 M

Using the result of Equation 1, we can compute that under random sampling
we would need only 12 connections to capture more than 95% of the full stream
when % = .23, the average across all configurations. Alternatively, we can use

T
empirical data to find n+ |T|* E[P(l)éfl:l)] , the expected number of unique tweets

we will get when |C| > 1. Using this empirical estimate, one million connections
to the Streaming API would provide us with only approximately 25% of the full
data. Thus, the answer to RQ2 for all practical situations is simply “no”.

4.3 RQ3: Do the Features of Tweets Shared Across Samples Differ
from Those That Are Not?

RQ3 asked how tweets unique to a subset of C differ from those observed in all
samples in C. While there are only a limited number of these tweets, systematic
differences between them and tweets seen in all samples could still bias analyses.
Figure 2a shows summary statistics with 95% confidence intervals for the number
of hashtags, URLs and mentions per tweet and the logarithm of follower and
followee counts of users for tweets having different values of X; (across all runs).
While differences are statistically significant, they are so small in magnitude in
each metric that they are not of practical interest. In addition, values show no
obvious pattern across X; that would indicate a systematic bias in which tweets
are sent to which number of Streaming API connections.

Further support for the lack of such a systematic bias comes from Figure 2b,
which plots histograms of the “position” metric calculated for each tweet for
each value of X;. The position metric specifies the number of tweets after a limit
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Fig. 2. a) Top row; Comparison of metrics for tweets seen by a different number of
connections (each metric is a different plot). 95% confidence intervals are given using
the standard error and assuming normality b) Bottom row; histogram for the position
metric for all tweets with a given value of X;. Each value of X; is a different plot.

notice before each tweet is seen. Thus, for example, tweets with a position metric
of 1 were the first tweet to be seen after a limit notice in a particular connection.
Figure 2b shows the position metric for the range 0-50, which encompasses 96%
of the tweets received. As we can see, tweets seen by all samples are almost
equally likely to be seen any time after a limit notice. In contrast, tweets seen
by a subset of C are disproportionately likely to be seen right before or after a
limit notice.

This observation holds when ignoring tweets sent in the first and last few
minutes of the overall sampling period, showing that the observation is unrelated
to start-up or shutdown time differences across streams. While outside of the
range of 0-50, distributions for the metric are much more similar across values of
X, differences within this range suggest that tweets seen by a particular subset
of C may simply be a technical artifact in how Twitter constructs samples for
the Streaming API between rate limit notices.

5 Conclusion

The present work gives evidence that Streaming API samples are not a uni-
form sample of all relevant tweets- rather, Twitter’s technological infrastructure
includes the capacity to send all connections tracking the same keywords ap-
proximately the same result. Because of this, using a larger number of Stream-
ing API connections to track a particular keyword will not significantly in-
crease the number of tweets collected. Other sampling methodologies, like user-
based approaches [9,6], may therefore be vital if one is to capture an increased
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number of tweets without resorting to purchasing data. Unfortunately, future
work is needed to better understand what biases these approaches themselves
introduce, and how much more data they really allow one to obtain. We also
show that the few tweets unique to particular samples from the Streaming API
are similar at a practical level to those seen in all samples. This holds across
metrics associated with user popularity and several measures of tweet structure.

Differences between Streaming API samples consequently appear to be both
slight and uninteresting. However, our work should not be taken as an indication
that the Streaming API is in and of itself a random sample- it is entirely possible
that Twitter holds out tweets from all Streaming API samples. Our findings are
also restricted in that we run all samples on a single IP in a single location, use
a very particular set of keywords and do not test other features of the Streaming
API, such as searching via bounding boxes. While Twitter has stated that IP
restrictions are not used and we expect our work to extend to other approaches
to using the Streaming API, future work is still needed.

Regardless, efforts here and those we have built on lead the way to interesting
future work on providing error bars for data from Twitter and sites with similar
rate limiting techniques, for example on network metrics and the number of
“needles in a haystack” we are likely to miss in disaster scenarios. As Twitter
is more likely to further restrict their data than to provide more of it for free,
such research is critical in our understanding of findings resulting from this
increasingly popular social media site [1].
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Abstract. The ability to learn network structure characteristics and disease dy-
namic parameters improves the predictive power of epidemic models, the un-
derstanding of disease propagation processes and the development of efficient
curing and vaccination policies. This paper presents a parameter estimation me-
thod that learns network characteristics and disease dynamics from our esti-
mated infection curve. We apply the method to data collected during the 2009
HINI1 epidemic and show that the best-fit model, among a family of graphs,
admits a scale-free network. This finding implies that random vaccination alone
will not efficiently halt the spread of influenza, and instead vaccination and
contact-reduction programs should exploit the special network structure.

Keywords: network topology, disease dynamics, parameter estimation.

1 Introduction

Many diseases spread through human populations via contact between infective indi-
viduals (those carrying the disease) and susceptible individuals (those who do not
have the disease yet, but can catch it) [1]. These contacts form a social network, along
which disease is transmitted. Therefore, it has long been recognized that the structure
of social networks plays an important role in understanding and analyzing the dynam-
ics of disease propagation [2]. In this paper, we present an algorithm to estimate the
structure of the underlying social network and the dynamics of an infectious disease.
Better understanding the social network and transmission parameters will help public
officials devise better strategies to prevent the spread of disease.

Many previous studies of disease propagation assume that populations are “fully
mixed,” meaning that an infective individual is equally likely to spread the disease to
any other susceptible member of the population to which he belongs [3]. In the same
line of work, Larson et al. enriched the aforementioned models by incorporating dif-
ferent types of agents [4]. In these works, the assumption of “full mixing” allows one
to generate nonlinear differential equations to approximate the number of infective
individuals as a function of time, from which the behavior of the epidemic can be
studied. However, this assumption is clearly unrealistic, since most individuals have
contact with only a small fraction of the total population in the real world.

W.G. Kennedy, N. Agarwal, and S.J. Yang (Eds.): SBP 2014, LNCS 8393, pp. 85-93, 2014.
© Springer International Publishing Switzerland 2014
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Building on this insight, a number of authors have pursued theoretical work consi-
dering network implications. These models replace the “fully mixed” assumption of
differential equation-based models with a population in which contacts are defined by
a social network [2, 5-9]. Nonetheless, to the best of our knowledge, there hasn’t been
work on inferring network structure characteristics from epidemics data.

Another strand of work employed large-scale experiments to map real networks by
using various sources of data such as email address books, censuses, surveys, and com-
mercial databases. However, this often requires extensive amount of time and resources
collecting, manipulating, and combining multiple data sources to capture large size
networks and estimate connections within those networks [10-12, 24, 25]. In this work,
we use much lower dimensional data, temporal infection data, to infer the network cha-
racteristics assuming the network follows scale-free or small-world model.

The contribution of our paper is twofold. Firstly, we develop a method to extract the
network structure from the observed infection data. Specifically, our approach assumes
a parameterized network model and disease process parameters to simulate expected
infection curve. Then, the algorithm greedily searches for the parameter values that will
generate an expected infection curve that best fits the estimated real infection curve. We
demonstrate that our suggested algorithm, assuming a scale-free network, closely esti-
mates the network characteristics and disease dynamic parameters for the 2009 HIN1
influenza pandemic. Our results confirm that the network-based model performs better
in estimating the propagation dynamics for an infectious disease compared to the
differential equation-based models with the “fully mixed” assumption.

Secondly, given this finding we shed light on designing efficient control policies:
For example, due to high asymmetry in degree distribution for scale-free graphs, de-
gree vaccination will be superior to random vaccination in stopping the spread of
disease.

The outline of the paper is as follows. In Section 2 we introduce the disease spread
model and the proposed estimation algorithm. In Section 3 we evaluate the perfor-
mance of the algorithm and suggest efficient control policies to mitigate the disease
spread. In Section 4 we provide our conclusions.

2 Methods

In this section, we describe a discrete-time stochastic multi-agent SIR model, and
propose a corresponding inference algorithm to fit the disease dynamics generated by
the model to real HIN1 infection data. The inference algorithm learns the social net-
work structure and key disease spread parameters, such as the rate of infection and the
rate of recovery, for a given infectious disease. This enables us to make useful predic-
tions about the contact network structure and disease propagation for similar types of
diseases and allows us to devise appropriate control strategies.

2.1 Data

We obtained data from state health departments, including the weekly percentage of all
hospitalizations and outpatient visits resulting from influenza-like illness (%ILI) over
the 2009-2010 flu seasons [14, 15]. Each point on the %ILI temporal curve represents
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the percentage of the total number of hospitalizations and outpatient visits that are spe-
cific to HIN1. We also obtained total estimated cases of HINI and total estimated
HINT related hospitalizations from the Center for Disease Control [15]. Using these
data, we estimated the number of HIN1 infections for each week as follows:

Assuming that the flu wave first grows then declines after the peak of the infection
while the number of non-H1N1 hospitalizations remains relatively stable, we estimate
the number of non-HIN1 hospitalizations. Finally, the above allow us to estimate the
number of HIN1 related hospitalizations during each period.

Given the number of HIN1 related hospitalizations during each period and the total
estimated cases of HIN1, we can estimate the number of HIN1 infections at each
period, assuming that the number of HIN1 infections are proportional to the number
of HINI1 related hospitalizations [4]. (Refer to the Epidemic curve estimation section
of [4] for more details.)

We used the estimation method described above to estimate the infection curve for
the state of Massachusetts, in which the estimated true infection curve includes the
effects of vaccines as administered. Figure 1 shows the estimated temporal infection
curve and the temporal curve of vaccines as administered [17].
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Fig. 1. The infection curve estimated from %ILI data and the number of vaccines administered
during the observation period (October, 2009 — December, 2009) for Massachusetts

2.2  Disease Process

We employ a variation of susceptible-infective-removed (SIR) model first proposed
by Kermack and McKendrick [13]. Individuals in the network, represented by nodes,
are assigned one of the three states: the susceptible state (S) in which individuals are
not infected but could become infected, the infective state (I) in which individuals are
currently carrying the disease and can spread the disease to susceptible individuals
upon contact, and the recovered state (R) in which individuals have either recovered
from the disease and have immunity or have died. Edges connecting nodes in the
network indicate contacts between individuals — contacts may occur through conver-
sation between friends, co-workers, family members, etc. Alternatively, contacts can
also occur between two strangers passing by chance. When a contact occurs between
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an infective individual and a susceptible individual, the susceptible will become infec-
tive with probability B. Each infective individual recovers from the disease and be-
comes immune with probability § after a period of time, a week in our case.

There exists a population of individuals,V connected by a graph G = (V,E). We
define X;(t) € {S,I,R} to be the state of individual i € V at time t. And let 1;(t) =
2\per 1X;(t) = I, where I is the indicator function, denote the number of infected
neighbors the individual i has at time t. Then given that the individual i is susceptible
at time t, he will become infected at time t+1 with the following probability:

PX;(t+1) =11X;(t) =S) =1— (1 - p)n® )

since with probability (1 — B)™(® all infection attempts fail. Given that the individu-
al i is infected at time t, he will recover at time t+1 with the probability:

P(X,(t + 1) = R|X,(¢) = 1) = 6. @)

We assumed independence in infection attempts between neighbors. We also assume
that if a susceptible individual is vaccinated, then he or she will immediately become
immune to the disease and the individual’s state will change to recovered state. Given
a network and set of initial infections, the disease propagation process can be
simulated according to the described probabilities.

2.3  Estimation Algorithm

The estimation algorithm uses the disease process described above to simulate infec-
tions. The simulated results are compared to the real HIN1 infection data, and we
optimize over the network and disease spread parameters to obtain a best-fit simulated
curve. The purpose of the algorithm is to find network characteristics, such as degree
distribution, and disease spread parameters, B and o that will help us make useful
predictions about the network and how the disease spreads within the community.

Many real-world social networks such as citation networks, internet and router to-
pologies, sexual contact networks are expected to exhibit small-world or scale-free
properties [9-12, 18-20]. We tested both small-world and scale-free networks in our
algorithm for the contact network.

Input
The inputs to the algorithm include:

— A parameterized disease spread network structure, where nodes represent people
and undirected edges represent contacts between people. In our simulations, the
network structure is assumed to be either scale-free or small-world, though the
algorithm could be applied to other network structures.

— Initial values of the network parameters, the average degree, k, and, for the
small-world network structure, p,, the probability of a long-range contact.

— Initial values of the disease process parameters 3, and §,.

— Real temporal infection data to fit the model generated infection dynamics.

— Data on vaccines administered (if administered).
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Output
— The algorithm outputs a simulated expected infection curve, which fits the real
data as closely as possible, and the network and infection parameters used to
generate the expected infection curve.

Procedure

Begin with the given initial values of the social network and disease spread parame-
ters: kg, po, Bo and 8,. Let Ak, Ap, A and A8 be the amounts by which k, p, B
and o are changed at each step in the optimization. Let &; and e; each denote the
number of infections for the real infection curve and the estimated expected infection
curve at time i, respectively. We define the error, E, between the simulated expected
infection curve and the true infection curve as:

. iod | a
E =320 P%8 — ¢ A3)

Repeat the following steps until the error can no longer be reduced by changes to the
parameters (we define the optimal output parameters as k*, p*, f* and &%):

1. Given kg, py, By and &, search in all possible directions to find a direction that
improves E. That is, evaluate E at all possible combinations of k, p, B and 9o,
where k € {ko, ko + Ak, ko — Ak} , p € {po,po + Ap,po — Ap} , B E {Bo,Bo +
AB, By — AB} and 6 € {8, 8y + A5, 8, — AS}. Evaluate E by doing the following
for each set of parameters:

(a) Generate the network according to the given network type (small-world or
scale-free) and network characteristics (k, the average degree for a scale-free net-
work; k, the average degree and, p, the short-cut probability for a small-world
network).
(b) Simulate r realizations of the disease process. For each realization, initialize
the disease simulation infection by assigning N; nodes to the infected states, where
N; is the number of people infected at the beginning of the observation period in
the data. We assume that the initial infected nodes are selected uniformly at ran-
dom from among all the nodes.' Update the disease states for each time period, ac-
cording to the disease process parameters and the vaccine administration data (We
assume that those who receive vaccines at each time period are chosen uniformly
at random).
(c) Generate an expected infection curve by averaging the number of infected indi-
viduals at each time period over the r realizations of the disease process.
(d) Calculate E.

2. Determine which search direction resulted in the minimum error. Update k,, pg,
B, and §, to the values of k, p, P and & that achieved the lowest sum of residuals.
The algorithm is summarized as a flow chart in Figure 2.

! Commonly used assumption in epidemic simulation. [25]
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ko Construct network Simulate expected Compare with real|if the new min. error k*

with given network infection curve(s) infection curve and | exceeds previously .
Po type and network using the network p| compute error(s); Lcomputed error > p
Bo parameters and disease pa- find the minimum g*
8 ’_) rameters error else 5

Update the parameters that generated the smallest error as a new baseline
parameters, kg, po, Bo and 8y, and repeat the simulations for all possible
combinations of k, p, Band &.

Fig. 2. Flow diagram showing the estimation algorithm details

3 Results

We have applied our algorithm to data from the 2009 HIN1 outbreak to demonstrate
how our algorithm finds realistic network and infection parameters that can approx-
imate the dynamics of an infectious disease. We scaled down the population size by a
factor of 10,000 uniformly at random in order to reduce the computation time for
infection simulation. In our simulations, we set R, the number of realizations per set of
parameters, equal to 1,000. This effects how well the simulated curve approximate the
expected curve. We began our search with relatively large values of Ak, Ap, AB and
A8 (changes in average degree, long-range connection probability, infection probabil-
ity and recovery probability, respectively) and then manually decreased them as the
sums of residuals began to converge. Specifically, initially Ak =10, Ap, AB,
A8 = 0.1. We narrowed the search by reducing Ak to 1 and Ap, AP and AS to 0.01.

3.1 Estimation Algorithm Results

Figure 3 shows the resulting infection curves generated by the algorithm, compared to
the estimated infection curve from data and from using differential equations with
“fully-mixed” assumption. In addition to the error measure described above, we used
the difference in total expected number of infections,

|Z:r;aix. period éi _ Z;rlzix. period ei| (4)

and the difference in peak number of infections to compare the curves:
|é,, — ey |, where w represents the time period of infection peak 5)

For the small-world network, the estimated parameter values were 8 for average de-
gree, 0 for short-cut probability, .2 for infection probability (B), and .35 for recovery
probability (8). The error measured was close to 25 infections, which is 35% of total
number of infections. Compared with the data-generated infection curve, the simulated
infection curve for the small-world network had an 8% lower expected total number of
infections and a 43% lower expected peak infections. Overall, the small-world network
model did not provide a good fit to the estimated infection curve from data.
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On the other hand, the best-fit infection curve generated using a scale-free network
fits the data well. The estimated parameter values were 2 for average degree (k), .43
for infection probability (B), and .62 for recovery probability (§). Measured error was
about 9 infections, constituting 12% of the total infections. Compared to the estimated
infection curve from data, we measured a 1.3% difference in the expected total num-
ber of infections and a 2.1% difference in the expected peak infections. This result is a
significant improvement over the estimation under the “fully-mixed” assumption,
which had a measured error of 26 infections (36% of total infections), a 25.7% differ-
ence in the expected total number of infections, and a 10% difference in the expected
peak infections.

25

—a— # Infected (from data)

—e— # Infected (scale-free)
# Infected (small-world)

—&— # Infected ("fully-mixed")

20

Population affected

2 P 4 4% 48 50 52
Week
Fig. 3. Best fit curves generated by the algorithm using small-world network (green) and scale-
free network (blue) compared to the estimated infection curve from data (black) and from using
differential equations with “fully-mixed” assumption (red).

—&— # Infected (no vaccination)

T —e— # Infected (random vaccination)
144 # Infected (targeted vaccination)

Population affected
®

20 2 44 46 48 50 52
Week
Fig. 4. A simulated curve that closely reflects the estimated infection curve from data with

random vaccination scheme (blue) is compared to simulated curves with no vaccination (red)
and degree-based targeted vaccination (green).

3.2 Control

Understanding the network structure and disease dynamics facilitates the adoption of
efficient control measures to contain or stop the propagation of the disease on the
network. Many studies have shown that, since scale-free networks have some nodes
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with a very large number of connections compared to the average degree, targeting
those high-degree nodes to vaccinate will effectively reduce the propagation of the
disease [21-23].

Now that our algorithm has successfully learned contact network and disease dy-
namics parameters, we can use the model to study the effect of different control
methods. Figure 4 compares the disease processes with no vaccination, random vacci-
nation, and targeted vaccination (where we selectively vaccinate those individuals
with high degree). These results validate the claim that vaccinating high-degree nodes
with very large connections is effective in stopping the disease propagation. Random-
ly vaccinating individuals reduced the expected number of infections by about 22%,
whereas targeting highly connected nodes for vaccination reduced the expected
number of infections by around 88%.

4 Conclusions

Understanding the network structure and the disease dynamics on the network has
important implications both for refining epidemic models and for devising necessary
control measures in order to effectively utilize resources to prevent the spread of
disease. The spread of infection is often complex to analyze due to the lack of infor-
mation about the contact network on which it occurs. This paper showcases a metho-
dology to learn network and disease propagation parameters of an infectious disease,
HINI influenza. The findings for HIN1 give us useful insight into the infection
dynamics of similar diseases and assist in analyzing effect of different vaccination
policies. We hope that this study will benefit future efforts in infection prevention.
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Abstract. Social media has allowed researchers to induce large social
networks from easily accessible online data. However, relationships in-
ferred from social media data may not always reflect the true underlying
relationship. The main question of this work is: How does the public
social network reflect the private social network? We begin to address
this question by studying interactions between players in a Massively
Multiplayer Online Game. We trained a number of classifiers to predict
the social ties between players using data on public forum posts, private
messages exchanged between players, and their relationship information.
Results show that using public interaction knowledge significantly im-
proves the prediction of social ties between two players and including
a richer set of information on their relationship further improves this
prediction.

1 Introduction

Social media (such as Facebook, Twitter) has allowed researchers to induce large
social networks from easily accessible online data and study the dynamic social
patterns among people. However, relationships inferred from social media data
may not always reflect the private social tie among people. First, individuals who
interact using social media understand (to a certain extent) that it is a public
forum for communication, and hence may limit what they say. Secondly, the
relations expressed may not represent the full set of relations individuals have.
One may have friends who do not use Facebook, and thus that relationship would
be missing. Thirdly, extraneous relations may be present in social media that
do not occur in the real world. For instance, I may “follow” a twitter account of
a celebrity, but that is not a real indicator of a relationship. We can view the
social network inferred from social media as reflecting some of the relationships,
but what we really want is the private, hidden social network that identifies the
true bond.
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The main question of this work is: "How does the public social network reflect
the private social network?" In this paper we are interested in uncovering the
covert social ties among people from their public interaction behaviors. Previous
research has shown that one can predict tie strengths between two people using
their communication data from social media [1]. Here we investigate whether we
can find similar patterns in a Massively Multiplayer Onling Game (MMOG) by
studying game players’ public and private interaction data. Our data set contains
public posts by players in a Usenet-like forum within the game, private messages
exchanged between players, and their relationship data collected from an online
game Game X . We hypothesize that if players communicate with each other
publicly (e.g. posting on the same forum topic, referencing another player in a
post, etc.), they are more likely to have a social tie such as being in the same
nation or interest group (i.e. guild).

We begin by reviewing related work, followed by an overview of the online
game used for this work. Section 4 outlines our data set and models trained
to predict social ties among game players. Section 5 discusses the results and
suggests future work.

2 Related Work

Massively multiplayer online games (MMOG) attract millions of players to a
shared, virtual world. MMOGs have several advantages as a method of gathering
data on human behavior and social patterns. For instance, we can gather data
on a large number of people with a diverse background, and the data gathered
from MMOGs are high in experimental realism [2] with rich social dynamics. In
addition, MMOGs provide a unique way to observe communication and behavior
of players; in-game forums and messaging data can be gathered along with player
action data, which allows us to study the correlation between communication and
behavior.

The main criticism against MMOG data is that in-game player behaviors
and social patterns are not the same as those of real world. This is an ongoing
endeavor, however, there has been a number of studies showing that in-game
patterns do reflect real world patterns. For instance, Yee et. al [3] found high
correlations between players’ in-game behaviors and their personality traits. Cas-
tronova et. al [4] analyzed economic data from the virtual world in EverQuest2
and found that in-game economy follows real-world patterns.

As mentioned above, we are interested in predicting the covert social ties
from game users’ public interaction patterns. This problem is characterized as
the link prediction problem in social network analysis, which is concerned with
predicting links among nodes in a social network that may form in the future.
There is a family of sub-problems within this area, including predicting the
sign of the links [5], recency of links [6], and existence of links based on node
proximities [7]. Most of the previous work focuses on predicting links within the
same social network. Here, we investigate using links from one network (public
interaction) to predict those of another network (social tie).



Predicting Social Ties in Massively Multiplayer Online Games 97

3 Description of Game X

Game X is a browser-based exploration game which has players acting as adven-
turers owning a vehicle and traveling a fictional game world. There is no winning
in Game X, rather players freely explore the game world and can mine resources,
trade, and conduct war. There is a concept of money within Game X, which we
refer to as marks. To buy vehicles and travel in the game world players must
gather marks. There is also a vibrant market-based economy within Game X.

Players can communicate with each other through in-game personal messages,
public forum posts and chat rooms. Players can also denote other players as
friends or as hostiles. They can take different actions, such as: move vehicle, mine
resources, buy or sell resources, build vehicles, products, and factory outlets.
Players can use resources to build factory outlets and create products that can
be sold to other players.

Unlike other MMOG’s like World of Warcraft and Everquest, Game X applies
a “turn system.” Every day each player gets an allotment of “turns.” Every action
(except communication) requires some number of turns to execute. For instance,
if a player wants to move their vehicle by two tiles, this would cost, say, 10 turns.
Turns can be considered a form of “energy” that players have.

Players can also engage in combats with non player characters, other players,
and even market centers and factory outlets. They can modify their vehicles
to include new weaponry and defensive elements. Players have “skills” that can
impact their ability to attack/defend.

The world in Game X is 2D and does not wrap around. Players move from tile
to tile in their vehicles. Tiles can contain resources, factory outlets, and market
centers. Only one factory outlet or market center may exist on a tile.

3.1 Groups in Game X

There are four types of groups a player may belong to.

Nations. There are three nations a player may join, which are fixed and defined
by the game creators. We label them A, B, and C. Nation membership
is open; players may join or leave any nation they wish at any time. A
player may also choose not to join a nation. Joining a nation provides several
benefits such as: 1) access to restricted, “nation controlled” areas, 2) access
to special quests, and 3) access to special vehicles and add-ons. Nations have
different strengths; one nation may be better suited for weaponry, and thus
have more weaponry related add-ons. Another may be suited for trading.
Completing quests for a nation increases a player stature towards the nation,
which leads to access to special vehicles and add-ons. Wars can occur between
nations.

Agency. An agency can be thought of as a social category. There are two
agencies, X and Y. A player can only be a part of one agency at any time.
To join an agency, certain requirements need to be met, but if those are met
anyone can join the agency. Certain vehicles are open to particular agencies.
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Race. Player may choose their race when they create a character. Different
races have strengths in certain areas, implemented as different initial levels of
skill. Once chosen, race is fixed and cannot be changed. Race also determines
the starting location.

Guild. Game X also allows the creation of player-led guilds. Guilds allow mem-
bers to cooperate to gain physical and economic control of the game world.
Guilds are comprised of a leader and a board who form policy and make
decisions that impact the entire guild members. Guilds can be created by
any player once they have met the experience and financial requirements.
Apart from officers, there are “privileged guild members,” a special set of
players who are considered important, and the rest are regular members.
Guilds are closed — players must submit an application and can be denied of
membership. Once accpeted, members have access to private communication
channels. Guilds have a “guild account” which can store marks from players
(taken in the form of tax). These marks can be redistributed at the will of
the CFO.

3.2 Communication in Game X
Game X includes 3 methods by which players can communicate with each other:

Personal Messages: An email-like system for communicating with other play-
ers, or in some cases groups of players.

Public Forum: A Usenet-like system where players can post topics and replies.

Chat: An IM-like system for players to chat with others in their guild.

Each forum post includes the name of the player who posted, an image of
their avatar in the game, and their guild affiliation.

4 Experiments

In this section we investigate whether players’ public interaction knowledge can
help us discover the private social ties among players. To do this, we choose to
train a number classifiers to predict whether two players are from the same guild.
Guilds are mainly created to allow members to cooperate and gain physical and
economic control in the game. Unlike nation membership, guild membership
is closed; one has to be approved by other members in the guild to join. In
the real world, guilds are analogous to special interest groups such as economic
alliances. For these reasons, we think guild membership would be a good criteria
for uncovering the private social ties among the game players.

4.1 Methods

We collected data from 50 days in the game (days 500-550) on pairs of players
who have interacted either publicly or privately. This period has a relatively
stable rate of posts per day, new players per day, and active players per day.
For this work, we further defined three types of public interaction between two
players as the following;:
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Co-posters: Co-posters of player p are all players who have posted in a topic
that player p has also posted in.

Co-quoters: Co-quoters of player p are all players who have posted in a topic
and quoted any of player p’s posts.

Co-referencers: Co-referencers of player p are all players who have posted in
a topic and referenced player p in the post.

For each pair of players who have publicly or privately interacted, we collected
the following information, which constructs our dataset:

Membership Information (yes/no): whether two players are from the same
guild, same nation, same race, or the same agency.

Relationship Information (yes/no): whether two players are friends, foes,
or of the same sex.

Public Interaction (numerical): how many times two players have co-posted,
co-quoted, or co-referenced.

Private Interaction (numerical): how many times two players have ex-
changed private messages, or got involved in tradings and combats.

Player Proximity (numerical): ¢ measure of geographical distance between
two players.

To study whether public interaction information improves prediction of the
private network, we constructed different feature sets to train the classifiers. Fea-
ture Set 1 serves as the baseline, consisting of features that are easily available to
all other players in the game. Feature Set 2 adds public interaction information
in addition to Feature Set 1. Feature Set 3 includes a richer set of informa-
tion about the players. Our hypothesis is that models trained on Feature Set
2 will predict same guild membership significantly better than models trained
on Feature Set 1 and models trained on Feature Set 3 will further improve the
prediction.

Feature Set 1 (Baseline): same-nation, same-race.

Feature Set 2: same-nation, same-race, co-posts, co-references, co-quotes.

Feature Set 3: same-nation, same-race, co-posts, co-references, co-quotes,
same-sex, same-agency, are-foes, are-friends, num-private-msg, num-trades,
num-combats, distance.

We trained three types of classifiers for each feature set using models available
in R: generalized linear models (LM), boosted decision trees (BT), and support
vector machines (SVM). The caret package [8] for R was used for pre-processing
the data and tuning/training the models. For boosted trees, the tuning param-
eter ‘shrinkage’ was set to 0.1 and for SVMs, sigma was set to 0.3069, 0.2621,
and 0.1711 for each feature set.

Because the original dataset is highly unbalanced, mostly consisting of data
points where two players are not in the same guild (i.e. negative samples), a
classifier trained on this data will achieve high performance by predicting that
the sample belongs to the negative class. To avoid this, we balanced the data by
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Table 1. Paired-samples t-tests for resampling results

Feature Set Models Accuracy  Precision  Recall F-Score
Linear Classifier .694 .673 753 711
Feature Set 1  Boosted Tree .694 .673 753 711
SVM .694 .673 753 711
Linear Classifier .706 .693 .740 716
Feature Set 2  Boosted Tree .709 .698 736 717
SVM 724 .685 .828 750
Linear Classifier 739 .697 .842 763
Feature Set 3  Boosted Tree 767 721 873 .790
SVM 745 .678 .934 .786

randomly sampling the same number of negative samples and positive samples,
which resulted in 65076 samples in total. 75% of the samples were used for
training and 25% for testing. Training was done using a 5-fold cross validation
process repeated 5 times.

4.2 Results

We use accuracy, precision, recall, and F-score to discuss the performance of the
trained models. Table 1 shows the results. Comparing the results of Feature Set 1
(baseline) to Feature Set 2, we see that including public interaction information
does improve predicting whether two people are from the same guild. Adding a
richer set of information about the players (Feature Set 3) further improves the
prediction. SVM had the highest F-Score for Feature Set 2, however decision tree
outperformed SVM for Feature Set 3. Linear models generally had the poorest
performance in all three feature sets. Further investigation on which features
had large contributions to the training process revealed that for Feature Set 1,
all three models only used same-nation. For Feature Set 2, same-nation, same-
race, co-reference, co-quote were the major contributors for linear classifier and
SVM, whereas same-nation and co-posts were the main contributors for Boosted
Tree. For Feature Set 3, the contributing features vary among models, however
num-trades was the most contributing feature for all three models.

To better compare the models, we look at their resampling distributions with
the area under ROC curves as a metric. Since we used a 5-fold cross validation
method repeated 5 times, we have 25 resampling measurements for each model.
Figure 1 plots the resampling results. A paired two-sample t-tests were also
conducted to see whether these differences are statistically significant, which is
shown in Table 2. The upper right hand side of the table shows the mean differ-
ences between a pair of models and the lower left hand side shows the p-values.
The bottom three rows show that for each model type, the models trained on
different feature sets are statistically different from each other (e.g. SVM1 vs.
SVM2 vs. SVM3). The results shown in Table 1 and Table 2 let us conclude
that using public interaction information significantly improves the prediction
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Fig. 1. Density distribution plot of model resampling

Table 2. T-tests for the resampling results (LM: Linear Model, BT: Boosted Tree,
SVM: Support Vector Machine)

LM1 BT1 SVM1 LM2 BT2 SVM2 LM3 BT3 SVM3

LM1 0.000 0.036 -0.021 -0.023 -0.011 -0.084 -0.125 -0.085
BT1 1.000 0.036 -0.021 -0.023 -0.011 -0.084 -0.125 -0.085
SVM1 <2.2E-16 <2.2E-16 -0.056 -0.059 -0.047  -0.120 -0.161 -0.121
LM2 0.000 0.000 <2.2E-16 -0.003 0.010 -0.064 -0.105 -0.064
BT2 <2.2E-16 0.000 <2.2E-16 1.000 0.012 -0.061 -0.102 -0.062
SVM2 0.000 0.000 <2.2E-16 0.000 0.000 -0.073 -0.114 -0.074
LM3 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 -0.041 0.000
BT3 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 0.041

SVM3 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 <2.2E-16 1.000

of whether two people are from the same guild, thus supporting our hypothesis.
Results also show that using a richer set of information about the players further
improves the prediction.

5 Conclusions and Future Work

The accessibility and abundance of data generated from various social media
and online games have fostered active research studies for understanding social
dynamics. However, oftentimes these data are limited to constructing public
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networks among users, which may or may not reflect the private hidden networks
that represent the true relationship.

In this paper we address the question of whether we can use public social
interaction data to uncover the private social ties using data taken from a Mas-
sively Multiplayer Online Game. To answer this, we trained models that classify
whether two players are from the same guild using their public and private in-
teraction data, as well as their relationship data. Results show that by using
public interaction information, we can significantly improve the prediction of
guild co-membership compared to only using easily available, extrinsic informa-
tion such as nation or race association. Using the relationship data improves the
prediction even more.

This work is the first step for uncovering private networks from public in-
teraction data, showing that we can predict whether two people belong to the
same social group. Next we would like to investigate whether we can predict the
dynamics of the private interaction, such as how often two people exchange pri-
vate messages or participate in trades/combats. Another extension would be to
analyze the context of players’ posts instead of merely looking at the frequency
to better understand the relationship among players. Finally, we may analyze
player characteristics to study whether there are certain interaction patterns
(e.g. leaders of nation/guild may get more incoming messages) depending on
these characteristics.
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Abstract. We propose a novel yet simple method for creating a stock
market trading strategy by following successful stock market expert in
social media. The problem of “how and where to invest” is translated
into “who to follow in my investment”. In other words, looking for stock
market investment strategy is converted into stock market expert search.
Fortunately, many stock market experts are active in social media and
openly express their opinions about market. By analyzing their behavior,
and mining their opinions and suggested actions in Twitter, and simu-
lating their recommendations, we are able to score each expert based
on his/her performance. Using this scoring system, experts with most
successful trading are recommended. The main objective in this research
is to identify traders that outperform market historically, and aggregate
the opinions from such traders to recommend trades.

1 Introduction

Social media and other “non-professionally” curated content are much larger (in
terms of volume, type, sources, etc) and are growing at a much higher rate than
“professionally” curated content such as those in traditional media. Even com-
panies that historically relied only on highly curated content are now seeking to
enhance their value propositions by extracting valuable information from Twit-
ter and other social media. What makes this data even more interesting is the
fact that a good portion of it is created by professionals who are increasingly re-
lying on social media to disseminate, consume, and contextualize information. In
this paper, we propose a technique that allows us to recognize experts amongst
others, so that one can extract signal from these expert’s recommendations.
The core idea in this paper is that we assume those stock market experts who
are active in social media as recommenders. They recommend certain actions
(for example “buy” or “sell”) on some targeted stocks. The problem is to answer
which expert recommends better action. In other words how to choose the best
expert who leads us to a maximum gain. In order to select the best recommender,
we exercise the market based on the experts’ recommendations and compare our
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performance with the market performance. The more gain, the more promising is
the expert recommendation. By scoring the expert based on their performance,
we are able to find the best recommender helping us to gain most.

The paper consists of five sections. Following the introduction, related liter-
ature is briefly reviewed in Section 2. The proposed algorithm, mining winning
traders, in Section 3. Experimental results and conclusions are presented in Sec-
tions 4 and 5 respectively.

2 Related Work

Researchers have proposed extracting various types of signals from Twitter. With
regards to financial signals, Oh et al. [10] forecast future stock price movement
with microblog postings from StockTwits and Yahoo Finance. Bandari et al. [1]
propose a method to predict the popularity of news items on the social web.
For each news article, features are generated based on the source of the news
story, news category, subjectivity of the news, and named entities mentioned
in the news. In contrast to [1], who predict future popularity of news stories,
Hong et al. [4] predict popularity of recent messages on twitter. They model the
problem as a classification problem, and construct features based on message
content, temporal information, metadata of messages and users, as well as the
userss social graph.

Gilbert et al. [3] estimate anxiety, worry and fear from over 20 million posts
on LiveJournal, and find that an increase in these negative expressions predict
downward pressure on the S&P 500 index. Zhang et al. [14] describe a simple
approach to predict stock market indicators such as Dow Jones, NASDAQ and
S&P 500 by analyzing twitter posts. Bollen et al. [2] also uses twitter mood to
predict the stock market. The sentiment analysis is based on OpinionFinder [13]
and POMS [9]. A time series of mood is constructed using collective tweet senti-
ment per day. Their analysis shows strong correlation between ‘calm’ mood and
DJIA data while others including OpinionFinder sentiment shows weak correla-
tion. They also showed that a combination of certain moods was correlated with
the stock market. Ruiz et al. [11] use tweets about specific stocks and represent
tweets through graphs that capture different aspects of the conversation about
those stocks. Two groups of features are then defined based on these graphs:
activity-based and graph-based features. In [8], the authors propose a novel ap-
proach to finding event based sentiment and using that to create stock trading
strategies that outperform baseline models.

There is a growing body of literature that emphasizes on mining experts or
higher quality information from twitter. The value of such a task is clear, if ex-
perts are better recommenders, then using only their opinion, or giving higher
weights to their opinion should generate better models. In [12], design a who-is-
who service for inferring attributes that characterize individual Twitter users.
The authors present an interesting approach of using crowdsourced ‘Lists’ that
contain metadata about a user to infer topics related to the user’s expertise. This
allows them to remove mundane topics from profiles to improve the accuracy of
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the system. Hsieh et. al [5] manually identify a group of experts who consistently
recommend interesting news stories. They report that the expert group did not
perform any better than the wisdom of the crowd. However, they propose elim-
inating overly active users and augmenting expert opinion in certain conditions
to enhance the overall accuracy. In [7], the authors aim to recognize news story
curators from the general Twitter crowd. The main focus of the paper is to
study different features and propose a model that can successfully classify news
curators from the general crowd. Kumar et. al [6] address a practical problem of
identifying a niche group who should be followed in times of crises to gain more
relevant information. They use a corpus of tweets relevant to the Arab Spring
and show how information can be better obtained if users are first recognized as
“experts” along the two dimensions of user’s location and user’s affinity towards
topics of discussion.

A question that comes to mind is why would experts share valuable infor-
mation about future outcomes. Our reasoning is that outcomes those that are
reached to by public opinion or consensus (like price of a stock), are not neces-
sarily negated if people predict so in advance. For example, if you have already
bought a stock, and you tell others who believe you to buy that stock as well,
then prices might be driven up further, and so will your profits. Hence a lot of
traders might be promoting their ideas on social media to reinforce beliefs and
hence reap returns. This kind of herding or positive reinforcement or momen-
tum is a favourable outcome in many other domains as well like opinions about
products. The motivations of analysts, reviewers, etc are different. They analyze
and make a sincere recommendation, and would like more people to know about
it. This also helps them build their personal brand if more people follow them,
popularize them by re-tweeting etc.

3 Mining Winning Traders

There is a lot of information generated in social media. For example, at present,
Twitter generates approximately 500 million tweets per day. A lot of people who
are interested in stock markets share their opinions on stocks in twitter. These
people can be real traders, or amateurs. Real traders or financial professionals
have a strong incentive to express their true opinions on stocks. One big incentive
is to build a good reputation. If a person’s past predictions, as expressed via
tweets, turn out to be true, then that person’s opinions will be valued more by
the people in his/her network. The person can then either use his/her reputation
to gain more business, such as, managing people’s money; or sell subscription
services of their recommendations, and may even affect stock price by attracting
people’s attention to the stocks that they buy or short. This is why platform like
stocktwits.com are increasingly becoming an almost must go-to place for traders
to share their trading ideas. Our goal is to identify traders that outperform
market historically, and aggregate their opinions to recommend trades. In our
context, a trader is defined as a twitter user who tweets about stock market and
their trading activities. They don’t need to be a professional trader in real life.
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3.1 Identifying Target Tweets

We first need to identify trading-related tweets since there is a lot of noise in
tweets in general. Each tweet has the following fields: {twitter id, created time,
from user, to user, twitter text, hashtags, url}.

Given a great amount of tweets every day, it is critical to have a method that
is: 1) simple; 2) fast; and 3) high precision. It is ok to miss tweets that talk about
trading since there are an almost unlimited number of trading related tweets.
We believe some simple rules serve this purpose. Specifically, the rules are:

1. If a tweet ends with ”$$” sign, it is a trader-related tweet
2. If a tweet contains one of the predefined recommendation word and at least
one stock ticker, it is a trading-related tweet

The predefined recommendation word list is created as following. We count
the frequency of verbs that occur within several word windows of a stock symbol.
Words with high frequency are put in to a candidate list. Also, we collect tweets
from a set of well-known traders in real world, and identify the frequently used
verbs in their tweets as well. We manually check the list to make sure the words
are commonly used trading words, and cover both selling and buying.

3.2 Identifying Traders

Once we have relevant tweets, we can use them to classify traders. We can look
at how often a user tweets, how many stocks he/she covers, how often does this
person claim to have traded versus just expressing opinion, etc. For each user, we
store the following information: the overall number of tweets, the overall number
of trading-related tweets, the frequency of trading related tweets per week, per
day, and per month. Only users that pass a threshold are considered to be a
trader.

The next step is to identify trades from each trader’s tweet. Let’s look at some
example tweets: Traders typically talk about trades in certain patterns. And we
extract templates from the tweets of known traders who are very active. Such
templates are then used to extract trades indicated by a tweet. The trades for
the tweets could be “buy $SPY”, “buy $GLD”, “short $AAPL”,“short $JPM”,
and “buy $T”.

One main reason that we use template-based method is because it is simple,
fast, and has a high precision. One further step we could do is, not only identify a
specific trade, but also associate each trade with a confidence level. For example,
words such as, “strong”, “ok”, “maybe”, “whats happening”, “?”, can be used
to extract how confident/committed the user is to a trade. The confidence level
could be decided by two factors: the sentiment level of a tweet, and how many
times the tweet is retweeted by others. To be clear, our experiments do not use
confidence level.
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Evaluating Traders: Next, we evaluate a trader’s performance. Since the his-
torical data of stock markets is available, it can be easily used to check how
profitable a trader’s recommended trade is. We evaluate traders as follows:

1. Evaluating each single trade: For example, if a trade is “BUY $AAPL” at
11:00am 06/12/2012, one could evaluate the performance of this specific
trade using different holding periods (for example, holding for 1 day, 3 days,
a week, month, quarter, year, etc). For example, for a 1 day holding period,
we calculated returns of the trader as percentage change of AAPL closing
price compared to the price at the time the recommendation was made, that
is, 11am on 06/12/2012 in this case. If a trade is "short $JPM” at 09:30am
05/10/2012 , we define it as a short position and evaluate it accordingly.
Therefore, if a trader made 10 trades in the past, for each trade, we have
a score vector that measures the trades based on historical stock market
data. Each dimension of the vector corresponds to different time period
(day/week/month, etc.), associated with the corresponding stocks.

2. Integrating multiple trades: Once we have the score vector for each trade for
each trader, we integrate the vectors to several scores.

— Scores based on different trading timeline: For example, if the trading
timeline is daily, the overall score is a combination of each individual
daily trading score, weighted by recency of trade. The past trades will
be weighted lesser than recent ones. We update scores each time that a
new trade is made.

— Scores based on different types of stocks: The type can be
large/small/mid cap, growth/value, industries the stocks are in
(tech/financial /consumer/etc.), countries (developed country, emerging,
etc).

The idea is to rate the traders based on their trading styles. For example,
some traders may have a high score if evaluated based on long-term stock
performance, some traders may have a high score only in tech domain. We
want to pick the right winning traders for different trading purposes.

3.3 Ranking Traders and Recommending Trades

Now we are ready to rank traders. Given a trading time period and stock type,
a score of a trader is the sum of the weighted score from the previous steps. The
winning traders are the ones with top scores. The scores are updated for each
trader when the trader makes new trade, and thus the list of top traders change
overtime.

Once we have top traders, we can recommend trades based on these traders’
trades, as expressed in their tweets. The candidate trades are the recent trades
from the top traders (See Table 1). Based on Table 1, we recommend stock
actions that have the highest scores. The score of each stock action is the sum of
the traderScore from traders who recommend this stock action. The percentage
of money allocated to each stock action is its score dividend by the overall score
of all recommended actions.
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Table 1. Example recommended trades

stockTicker action time traderld traderScore tradingStyle
AAPL BUY 2012/03/05 12:13pm 1234567 0.12 daily,tech
GOOG SELL 2012/03/05 13:04pm 1234568 0.34 daily, tech

4 Experimental Results

We collected tweets for about 60 stocks (30 of them are DJI30) from 27th March
to 20th June 2012 using Twitters Search API. The Search API returns all recent
tweets that include the search query. We manually curated a query list in which
we included all the terms that are used to refer to a company on Twitter. For
example, for Apple Inc. our search query was Apple Inc OR AAPL OR #AAPL
OR $AAPL OR AAPL. Since the Search API only returns a recent history, we
ran a cron job every 15 minutes that iteratively searched and stored all unique
tweets in a database. Tweets returned by the Search API have unique identifiers
and hence are easily distinguishable. This led to a total collection of about 30
million tweets.

Since one tweet can mention multiple stocks, overall, there are around 1700
different stocks mentioned. The distribution of tweets across stocks is not uniform
with some stocks being far more popular than others. For example, $AAPL is
far more popular (mentioned 31508 times) than $IBM (mentioned 4644 times).
Even though we didn’t search for $SPY (S&P 500) specifically, it got mentioned
48397 times. All together we identified 6512 twitter users as “traders”. It doesn’t
matter whether such users are real traders or if they executed their trades in
real life or not. If a user who never trades, but always talk about trading, and
somebody can make money just following his trades, then this user is a valuable
trader.

To test the profitability of following winning traders, we assume we start with
one million dollar. Each day, we execute suggested trades (buy or short stocks
based on recommendations obtained previously) when market is open, and clear
all the positions when market closes. In other words, no stocks are kept or shorted
more than one day. We compare our proposed method (Winners) with 5 different
strategies as explained below:

— SPY: A buy-and-hold strategy, holding SPY through the whole period.

— AllTrades: Follow all trades recommended by identified traders. In this strat-
egy, we treat each trader equally, regardless of her historical performance
inferred from her tweets.

— TopTrades: Follow the top common trades. In this strategy, only trades that
are agreed by most of the traders are executed.

— UniqueTrades: Follow unique trades (opposite of TopTrades).

— Majority: In this strategy, we compare the number of buy/sell trades re-
gardless of specific stocks. If buying is dominant among traders’s trades,
buy SPY; if selling is dominant, short SPY.

— Winners: This is the proposed strategy. We rank traders who made good
trades in the past, and follow trades from such ”winning traders”.
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Fig. 1. Trading Performance with different trading strategies: (a) Without cost. The
total gains in the 3 month period for different trading strategies are: Winners 19.76%,
Majority 9.14%, UniqueTrades 5.80%, TopTrades 1.74%, AllTrades 3.05%, and SPY
-3.55%. The winners strategy significantly outperforms other strategies. (b) With cost
(0.2% of each trading amount per trade). The total gains over around 3 months of pe-
riod for different trading strategies are: Winners 9.48%, Majority 5.29%, UniqueTrades
-5.79%, TopTrades -2.25%, AllTrades -8.24%, and SPY -3.55%. The winners strategy
significantly outperforms other strategies.

Figure 1 compares the performance of the different trading strategies. In Fig-
ure 1, we ignore trading cost. In Figure 2, we subtract the trading cost from
the returns. We assume the cost is 0.2% of trading amount. For example, if you
buy $50k worth of stocks, the cost is $1k. With and without costs, the winners
strategy significantly outperforms other strategies with much less volatility.

As shown in Figure 1, over the 3 month period, the total return of the win-
ners strategy is 19.76%, vs a buy-and-hold strategy of -3.55%, which makes the
winners strategy returns 23.31% more. The second best strategy is the majority
strategy, whose returns are 9.14%. This tells us that following the “sentiment” of
various traders does have an advantage. And surprisingly, following the minor-
ity (UniqueTrades) actually performs better than following the majority (Top-
Trades).

Even with cost being considered, the winners strategy still outperforms all
other strategies, and outperforms buy-and-hold by 13.03%. Our cost considering
is quite aggressive, because we assume we clear all the stock positions everyday,
even though in reality it won’t be the case. For example, in our setup, even if the
next day’s recommended trade is to buy the same stock as the day before, we
subtract the cost of selling the stock at the end of the previous day, and buying
the same stock back at the beginning of the next day. As shown in Figure 2,
with cost, UniqueTrades, TopTrades, and AllTrade actually lost money, because
a significant amount of trading is involved.
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5 Conclusion

In our current work, we didn’t factor in the relationships between traders. In twit-
ter, a trader can follow other traders, or followed by others. And their tweets can
be retweeted and commented. We can build a graph to model the relationships
between each trader. In the graph, each node is a trader, and a link between two
nodes indicate one trade interacts (follow, or retweet, or comment) with another.
Such network has potential to help more to identify winning traders.
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Abstract. We present a method to quantify the political legitimacy of
a populace using public Twitter data. First, we represent the notion of
legitimacy with respect to k-dimensional probabilistic topics, automat-
ically culled from the politically oriented corpus. The short tweets are
then converted to a feature vector in k-dimensional topic space. Lever-
aging sentiment analysis, we also consider the polarity of each tweet. Fi-
nally, we aggregate a large number of tweets into a final legitimacy score
(i.e., L-score) for a populace. To validate our proposal, we conduct an
empirical analysis on eight sample countries using related public tweets,
and find that some of our proposed methods yield L-scores strongly cor-
related with those reported by political scientists.

1 Introduction and Related Work

The term political legitimacy in political science refers to the acceptance of au-
thority by a law, government, or civil system, and has been the subject of exten-
sive study in the discipline. The concept is often viewed as “central to virtually
all of political science because it pertains to how power may be used in ways
that citizens consciously accept”[1]. As such, in political science, many propos-
als have been made to quantify the legitimacy of a populace. Some recent works
such as [1, 2] have been well received in the community. While useful, however,
such existing works are largely based on hand-picked small-size data from gov-
ernments or UN based on an ad hoc formula. Therefore, it is still challenging to
renew or expand the results from [1, 2] to other regions if there exist no reliable
base data. To address this limitation, in this research, we ask a research question
“if it is possible to quantify political legitimacy of a populace from social media
data” | especially using Twitter data. As a wealth of large-scale public tweets are
available for virtually all populaces, if such a quantification is plausible, the ap-
plication can be limitless. For instance, in the stochastic simulation environment
such as NOEM [3], a quantified legitimacy score forms one of important input
parameters. While there is currently no good way to synthetically generate a
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(AFRL) at Rome, NY, in 2013, as a summer faculty fellow. Authors thank John
Salerno at AFRL for the thoughful feedback on the idea and draft. This research
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legitimacy score of a populace, one may be able to estimate it from the tweets
generated from or closely related to the populace.

In recent years the exploitation of social media such as Twitter and Facebook
to predict latent patterns, trends, or parameters has been extensively investi-
gated. For instance, [4] computationally tried to classify tweets into a set of
generic classes such as news, events, or private messages. In addition, [5-7] at-
tempted to track and analyze the status of public health via social media data.
Some even tried to predict stock market from public mood states collected from
Twitter [8]. Studies have also been carried out about the correlation between
tweets’ political sentiment and parties and politicians’ political positions [9, 10].
The case study about 2009 German federal election [9] reported a valid cor-
respondence between tweets’ sentiment and voters’ political preference. Such
studies also verify that the content of tweets plausibly reflects the political land-
scape of a state or region. Another paper [11] also aggregates text sentiment
from tweets to measure public opinions.

While closely related, our method focuses on quantifying the political legiti-
macy, that is related to not only politics and elections, but also other concepts
such as governments, laws, human rights, democracy, civil rights, justice sys-
tems, etc. To our best knowledge, this is the first attempt to computationally
quantify the political legitimacy of a populace from a large amount of big social
media data and conduct a correlation analysis against the results in political
science.

2 The Proposed Method

Our goal is to build and validate a model to accurately quantify the political
legitimacy score of a populace using tweet messages. The underlying assumption
is that some fraction of populace would occasionally express their opinions on
the status of political legitimacy. Two such examples are shown in Figure 1.
Let us use the term L-score

ﬁ Nuha T.Mustafa v to refer to the political legiti-
"@daliaziada: We brought #Mubarak down in 18 days and brought

Morsi down in 5 days. | am so proud ;) Time to build up democracy macy score of a populace, scaled

s to a range of [0,10]. Then, our

_ overall method consists of three

H jﬁt::atr?:\l:?;eg of the police officer shooting that dog. Words StepS: (1) ldentlfy and convert

cirj]:o]tmd;ic;\lbe I;Jocw angry | am right now. Beyond livid. relevant tweets into Computable

feature space, (2) compute L-

Fig. 1. Tweets related to legitimacy score of each tweet, and (3) ag-

gregate L-scores to form a time

series and compute final L-score of a populace. This overall workflow is illustrated
in Figure 2.

2.1 Step 1: Vectorizing Tweets

Each tweet can be up to 140 characters but often very terse. The challenge of
this step is to be able to accurately capture and extract critical features from
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ant,union,second,capabilities,political,gains

t,approval,challengers,personal,reagan

Fig. 3. Two prominent topics found from political science journal articles

short tweets that can indicate the opinion of a writer toward the status of legit-
imacy. Since there is no widely-accepted “computable” definition of legitimacy,
we assume that the notion of political legitimacy is related to k-dimensional
topics such as justice system, human rights, democracy, government, etc. While
treating k as a tunable parameter in experiments, then, we simply attempt to
represent each tweet as a k-dimensional vector, where the score in each dimen-
sion indicates the relevance of the tweet to the corresponding topic. Further, we
use a dictionary of k dimension where each dimension (i.e., topic) contains a set
of keywords belonging to the topic. Finally, we run a probabilistic topic mod-
eling technique such as Latent Dirichlet Allocation (LDA) [12] over politically
oriented corpus! and build such a k-dimensional dictionary.

Figure 3 illustrates two example topics found by LDA and prominent key-
words within each topic (the labels such as “war” and “election” are manually
assigned). Note that, although found automatically, such topics represent the
main themes of the corpus reasonably well and can be viewed as related to the
legitimacy. In addition, prominent keywords within each topic also make sense.
Therefore, if a tweet mentions many keywords found in either topic, then the
tweet is used to quantify the legitimacy. Suppose k topics are first manually
selected and corresponding keywords in each topic are found using LDA. Imag-
ine a k-dimensional dictionary such that a membership of a keyword can be

! http://topics.cs.princeton.edu/polisci-review/
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quickly checked. For instance, one can check if the keyword “military” exists in
the “war” dimension of the dictionary. Furthermore, suppose each keyword, w,
in the dictionary is assigned an importance score, I(w). In practice, a frequency-
based score or LDA-computed probability score can be used to measure the
importance of keywords. For instance, an importance of a word can be com-

puted using the following frequency-based formula: I(w) = S _{ E“JfQ(w() he* Using
req(w

this data structure of the k-dimensional dictionary, we can convert tweets into
vectors and then compute the L-score.

With such a topic dictionary, we can convert each tweet into a k-dimensional
vector by checking membership of words in each dimension. Assume that a tweet,
t, is pre-processed using conventional natural language processing (NLP) tech-
niques such as stemming and represented as a bag-of-words, w, with n words:
t = w = {wy,wa, - ,w,}. Then, the k-dimensional vector representation of a
tweet, vy, is:

v € RY = [ Zlee\meﬂ I(ma), - o vake\mek\ I(my)]

such that Zlf a; = 1, D; refers to the i-th dimension of the dictionary, and «;
is the weighting parameter for the relative importance of the i-th dimension.

2.2 Step 2: Computing L-Scores of Tweets

The intuition to compute L-score of a tweet is that when a tweet either positively
or negatively mentions keywords related to k-dimensions of the legitimacy, their
“strength” can be interpreted as the legitimacy score. The L-score of the tweet,
L — score(t), is then defined as the magnitude (i.e., L2-norm) of v;, with the sign
guided by the sentiment of the tweet t—Agept. Suppose v = (1, ..., k). Then,

L — score(vy) = Agent||ve]| = Asener/2t + - + 23

where Agep: indicates a [—1,1] range of sentiment polarity score of the tweet.
Note that an alternative to this single Ag.,: per tweet is to allow for different
sentiment polarity per dimension, 4; , in each tweet. However, in our preliminary
study, as typical tweets are rather short and there are usually simply not enough
information to determine different polarity score per dimension, we maintain a
single sentiment score per tweet.

2.3 Step 3: Aggregating L-Scores of Tweets

Once the L-score has been computed for all tweets, we next need to aggre-
gate all the L-scores per some “group” and determine the representative L-score
of the group. One example grouping constraint can be a region (e.g., country
such as Egypt or city such as Detroit). Suppose we want to aggregate all L-
scores of the day d. Assuming the distribution of the daily L-scores follow the
Gaussian Distribution, then, we compute the mean L-score of the day and apply
the interval-based Z-score normalization, similar to [13], to the L-score.
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Table 1. L-scores published in [2]

Country Score Country Score Country Score Country Score
Norway 7.97 Japan 6.13 India  5.21 Bulgaria 3.21
Canada 7.26 Thailand 5.89 France 5.03 Peru 3.44
Vietnam 7.07 United States 5.83 Brazil 4.68 Iran 2.04
New Zealand 6.78 South Africa 5.45 Slovenia 4.33

Spain 6.64 China 5.36 Turkey 3.96

Collecting such normalized L-scores over a time interval, finally, we derive a time
series and employ standard time series analysis techniques to either compute the
overall representative score of the entire time series, or predict future L-scores.
For instance, in the current implementation, we used both moving average (MA)
and auto-regressive MA (ARMA) models.

3 Empirical Validation

Since there is no ground truth to L-scores of populaces, as an alternative, we aim
to see “if our method yields L-scores of populaces similar to those reported in [2].”
For instance, Table 1 shows example L-scores reported in [2]. This, computed
from UN and WHO data, is widely accepted in political science community. We
chose eight countries with varying L-scores in [2]-i.e., Brazil, Iran, China, Japan,
Norway, Spain, Turkey, and USA. We prepared two sets of data: (1) Geo dataset
contains tweets generated within the bounding box of the geo-coordinates of
each country of interest, and (2) Keyword dataset contains tweets that men-
tion terms related to each country (e.g., a hash tag of “#USA”), regardless
of their geo-coordiates. From 9/28/2013 to 11/6/2013, we collected a total of
300,450 tweets using Twitter streaming API that are written in English, and
relatively meaningful (e.g., terse tweets with less than 4 words or location-based
tweets having the form of “I’'m at location” are removed). Figure 4, for instance,
shows the geo-coordinates of tweets in the Geo dataset for USA and China.
Table 2 summarizes tweets that we used in the experiments. We first present the
aggregated mean L-score of crawled tweets during the monitored period.

| —— | ©32 1

(a) USA (b) China

1,067

Fig. 4. Geo-cordinates of tweets in Geo datasets
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Table 2. Summary of crawled tweets

# Keyword tweets # Geo tweets # Filtered Geo Tweets

Brazil 10,924 18,788 14,715
China 17,848 8,060 7,569
Iran 51,743 9,600 6,594
Japan 13,112 9,948 9,427
Norway 6,561 5,633 5,554
Spain 15,845 13,094 12,477
Turkey 13,281 38,187 14,634
USA 28,801 39,025 38,662

Average L-Scores for Geo Dataset

Average L-Score for Keyword Dataset

Brazil China  Iran  Japan Norway Spain Turkey  USA Brazil China  Iran  Japan Norway Spain Turkey  USA

—0—Gilley12 - Dict4 Dict8 — % - Dictl6 Dict20 —0—Gilley12 - Dict4 Dict8 — % - Dictl6 Dict20

(a) L-scores of Geo dataset (b) L-scores of Keyword dataset

Fig. 5. Aggregated mean L-scores

Several factors are studied that may affect the final L-score. First, the num-
ber of topics obtained from LDA may play an important role in quantifying
tweets’ score. We tried different number of topics from 4 to 20, and the results
are shown in Figure 5, where Dict4d means result from dictionary with 4 topics.
Note that the range of the L-scores are rescaled to [0, 10] to be compliant with the
results of [2]. We can see that different number of topics lead to slightly different
L-scores on both Geo and Keyword datasets. Studies are also carried out to see
the impact of granularity of sentiment analysis in calculating L-scores. While
previous results are calculated using sentiment polarity scaled in range [—1, 1],
we also tested with only extreme sentiment values of {—1,1}. However, the L-
scores using this extreme sentiment values show little difference. Figure 6 shows
time-series of 4 countries using 4 LDA topics on Geo and Keyword datasets. In
most cases, L-scores estimated from Geo tweets match better than those esti-
mated from keyword tweets. Note that compared to L-score of [2], our estimation
of L-score matches well for some countries but poor for others (e.g., Norway).
To see the overall correlation with [2], we computed the Pearson correlation co-
efficient (PCC) [14] between the L-scores of all of our methods (using different
number of topics or sentiment values) and [2]. As shown in Table 3, the best per-
former is the Dictd over Geo dataset. With the coefficient value of 0.7997887 (P-
value = 0.01717), we can claim a significant correlation between L-score computed
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Fig. 6. L-score time series of 4 countries with 4 LDA topics on Geo dataset

Table 3. PCC values between L-scores of our proposed methods and [2]

Keyword Geo Keyword-Extreme  Geo-Extreme
Dict4 0.203461755 0.799788652 0.214170058 -0.452748888
Dict8 0.472864444 0.233350916 0.401502605 -0.538886828
Dictl6  -0.063411723 0.375603634 0.27090464 -0.594296533
Dict20 0.070540651 0.307136136 0.188031801 -0.631019398

using Dict4 and Geo dataset and that reported in [2]. This discovery also indicates
that tweets directly generated from the territory of a region (i.e., Geo dataset) is a
better source to quantify L-score than those conceptually related to a region (i.e.,
Keyword dataset).

4 Conclusion

We study the problem of quantifying political legitimacy of a populace based on
public Twitter data. We propose a solution that converts short tweet text mes-
sages into a number of topic dimensions using probabilistic topic modeling. We
leverage sentiment analysis to evaluate polarity of each tweet, and aggregate a
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large number of tweets into the final legitimacy score of a populace. Our experi-
ments over real tweets collected about eight countries reveal that some
configuration of our proposal shows a strong correlation to results reported in po-
litical science community. Despite the promising result, there are a set of limita-
tions to our study: (1) To derive a more definite conclusion on the validity of our
proposed method in quantifying the legitimacy, a more comprehensive experiment
is needed—e.g., more number of countries, larger tweet datasets, or topics derived
from different corpus; (2) While [2] is a reasonable “beta” ground truth for our
study, there is no formal analysis why or how accurate it is. As such, more corre-
lation analysis of our proposal using different methods to compute the legitimacy
is needed; (3) In addition to social media such as Twitter, other large-scale data
can be used as a source of legitimacy. For instance, a dataset such as GDELT?
contains a large-scale rich data on world-wide conflicts and can be used to infer
the legitimacy status expressed by a populace.
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Abstract. Many organisms, human and otherwise, engage in path fol-
lowing in physical environments across a wide variety of contexts.
Inspired by evidence that spatial search and information search share
cognitive underpinnings, we explored whether path information could
also be useful in a Web search context. We developed a prototype in-
terface for presenting a user with the “search path” (sequence of clicks
and queries) of another user, and ran a user study in which participants
performed a series of search tasks while having access to search path in-
formation. Results suggest that path information can be a useful search
aid, but that better path representations are needed. This application
highlights the benefits of a cognitive science-based search perspective
for the design of Web search systems and the need for further work on
aggregating and presenting search trajectories in a Web search context.

Keywords: Search Paths, User Study, Path Following, Social Search.

1 Introduction

Path following is ubiquitous among social species in natural environments, be it
mediated by stigmergic pheromone trails of ants and termites [1], emerging from
crowd dynamics [2], or evidenced by the the reinforcement of worn paths through
grass and snow on college campuses [3]. On the Web, too, we follow paths —
albeit implicitly — when the search results we encounter, videos we watch, and
products suggested to us all depend on the interaction patterns of the users who
went before us. In this paper we take inspiration from work on path following in
physical environments to explore whether sharing explicit search paths between
Web searchers can be a useful search aid.

Research in cognitive science suggests that goal-directed cognition is an evo-
lutionary descendant of spatial foraging capacities [4], and an increasing number
of studies show that the way humans search in information spaces is deeply

* The first author was an intern at, and the second employed by, Yahoo! Research
during study development. Data collection/analyses were done at Indiana University.
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linked to the way we search in spatial environments [5, 6]. This conclusion is
also bolstered by the embodied view of cognition, which highlights the connec-
tions between information processing and bodily movement in space [7].

With this in mind, we developed and tested a prototype interface for applying
the notion of path following to a Web search environment. A path, by definition,
carries a special kind of information typically lacking from Web-based recom-
mendations and other search tools: It provides not only a destination, but a
route from one’s current location to that destination, thus delineating what lies
between. This may seem a simple point, but the vast majority of tools for guiding
information search on the Web — from product recommendations on Amazon
to “Also try:” suggestions on Yahoo! search — are pointillistic: You should issue
this query, or buy this product. This is not to say that such recommendation
systems are not utilizing path-like data “under the hood” to generate sugges-
tions, but to our knowledge there exist no systems in regular use that explicitly
share paths — sequences of activity extended over time — between users.

In a Web context, sharing path information creates opportunities for serendip-
itous discoveries by exposing the user to content that would be missed by “tele-
porting” directly to a recommended resource. When these paths are relevant
to the current search context, they can provide windows on how to approach a
search task that the user might not consider otherwise, and that likely could not
be readily communicated via pointillistic recommendations. This of course holds
little value in cases where a user’s query has a clear, discrete answer (“What is
the capital of North Dakota?”). Many search tasks we engage in, however, are
simultaneously more complex and less explicitly defined (“What car should I
buy?”, “What is fun to do in North Dakota?”). In these cases, paths can capi-
talize on modern Web users’ interest in shared social content and propensity for
social copying. We hypothesized that the incorporation of path information into
the search interface would lead to increased levels of (1) user engagement and (2)
satisfaction with solutions to assigned search tasks. To explore our hypotheses,
we developed a custom search engine interface that incorporated path informa-
tion. Study participants were assigned a series of search tasks, and presented
with the paths taken by previous users performing the same task.

A full understanding of search path use requires work at three levels: The
cognitive-behavioral (what is the theoretical case for using path information
in search and how do people respond to it), the algorithmic (how can search
paths be generated and coherently aggregated across multiple users), and design-
centric (how should such paths be presented to users). Here we address the
first level, as a preliminary attempt to explore how path-like information can
be translated to a Web search context. While some of our positive results are
suggestive of the power of this approach, our other negative results also indicate
that it will be crucial to determine better ways of presenting path information if it
is to be helpful to users. Thus a principal goal of this paper is to encourage future
work that explores methods for creating and presenting useful path information
to individuals searching the Web an other information spaces.
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2 Related Work

Cognitive Science: Though following a path in a physical environment bears
little surface similarity to a Web searcher’s “movement” on the Internet, the
activity of Web searchers create valuable signals that can facilitate future users’
search efforts, much as animals create physical trails. Web path signals are uti-
lized by many modern search systems, both when they are left behind explicitly
(as in collaborative tagging or when people share links on a social network) and,
more commonly, when they are implicit. These implicit signals, formed as users
issue queries and click on results, are integral to intelligent query suggestions
and to the ranking of results on modern Web search engines.

In the mid-1990s, Pirolli applied optimal foraging theory — a theory of how
organisms search for resources in a physical environment — to Web search with
considerable success [8, 9]. More recent work [5] found that participants could
be primed by a spatial search task to behave in predictably different ways on
a subsequent mental search task. The authors hypothesized the existence of
generalized cognitive search processes, and molecular and behavioral evidence
[4, 6, 10] supports the hypothesis that evolved capacities for spatial search deeply
influence the way we search in other domains. This suggests the usefulness of
spatially-inspired data representations, like paths, for information search.

Path-Based Web Search: Recently a few works [11-14] have studied algo-
rithms inspired by physical spatial search to improve web search engine per-
formance, modifying page ranking by enriching link data with collective intel-
ligence information. For each page, the information about Web trails taken by
other users (often called Web pheromones) is accumulated and used to modify
the global rank of the page. This differs from our approach of showing the paths
used by others, but leaving page ranks unchanged. In terms of methodology,
only one other study [14] conducted a controlled experiment on real users as we
did, but again, participants were not directly presented with search paths.

Search Tool Evaluation: Social search tools can be evaluated via two main
criteria:  effectiveness  (and hence wuser satisfaction) and elicited
engagement [15-18]. Often, shorter time to completion (i.e. the time spent on a
search task) is used to assess effectiveness. In a social setting, however, time to
completion is not always a good metric: Social interactions can lead to increased
engagement, which can in turn increase time to completion, such as through dis-
tortions in the subjective perception of time [15, 19]. Since evaluations of social
search tools depend on subjective measures, they are typically tested with user
studies [15-17], which are limited in number of participants and constrained by
the need for extended experience with a new tool [20]. Despite these problems,
there is typically no viable alternative for testing users’ subjective responses to
search tools.
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3 Methodology

Participants completed a sequence of search tasks either with social search in-
formation (BestSearcher paths condition) or without (baseline condition). We
ran the baseline condition first, and used data from those participants to gener-
ate the search path information for the experimental BestSearcher condition. All
participants completed the same set of search tasks (in randomized order) for one
condition or the other. The study was administered in a modified! web browser
that allowed for display of path information, presentation of search tasks, collec-
tion of task responses, survey administration, and clickstream logging. Baseline
condition participants used a standard version of the Yahoo! SERP (Search En-
gine Results Page), while participants in the experimental condition also saw a
sidebar with social search path data (Figure 1). Paths were socially generated se-
quences of clicks and queries from the baseline condition, and participants could
click path elements to visit a URL or issue a query from the path, respectively.
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Why should apple users get all the fun? Here's the new photos from the Apple hobbit
today! #hobbitmovie #thehobbit
plus.google.com/u/1/114727809246387939564/posts/... - Cact

Google+ - Google

dustn tviwhy-google- facebook/
macworld co uk/digit_llchandate

Google+ aims to make sharing on the web more like sharing in real lfe. Check out Circles, Event
just a few of the things we'e been warking on.

Fig. 1. Screenshot of experiment interface

Participants were given search tasks that we deliberately selected to be both
complex and minimally specific; that is, none of them had a particular set of
“correct” answers. The goal was to use questions that would enable participants
to utilize social information to aid their searches, without the social information
leading to a single best answer for any question. Thus all tasks incorporated
a level of subjectivity (“find the best...”, etc.) and required multiple answers.
Table 1 shows several examples of the tasks used (participants completed eight
in total).

! Via the HCIbrowser extension [21] and a variety of CSS and Javascript tools that
allowed for visual modification of the SERP.
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Table 1. Examples of search tasks

“austria”: You’re on a backpacking tour of Europe, and will be stoping in Innsbruck,
Austria, but unfortunately you’ll only have a few hours to spend there. Find the two
most interesting activities that could both be done in the 4 hours you’ll have.
“disney”: Tammy is planning a two-day trip to Disneyland with her three-year-old
daughter (who loves princesses) and is looking for the must-see attractions. She’s
already been to disneyland.com, and had little luck, so find three appropriate pages
to help her in her trip planning.

“facebook”: Cameron is considering quitting Facebook and using Google+ for his
online social networking. What are the best arguments you can find for and against
this move? Provide two for each side.

“metal”: A friend wants to take up metal detecting as a hobby. Find the three best
resources (books, online tutorials, videos, etc.) you can to get her started.

3.1 Generating Search Paths

To generate the social search path data displayed in the sidebar, we had to ex-
tract meaningful paths from users’ search activity in the baseline condition. Af-
ter comparing several options, we settled on “BestSearcher” paths for this study,
which show the complete path (sequence of queries and clicks) of the “best” par-
ticipant from the baseline condition for each task — requiring a measure of query
success.? Our ranking metric used the total number of queries (because the tasks
require multiple answers, issuing more queries should increase the probability of
finding more unique pages), the total number of long dwell-time (i.e. time spent
on page) clicks per query, and the inverse of the time required to reach the
first long dwell-time result. The path followed by the baseline condition partic-
ipant with the greatest score on this metric for each task was then used as the
BestSearcher path for that task, such that all participants in the experimental
condition saw that same path for any given task (but the source “best” searcher
for paths varied from task to task).

3.2 Participants and Procedure

Participants were Indiana University undergraduates compensated with course
credit. 26 female and 42 male students (12 female and 12 male in the baseline
condition, 14 female and 30 male in the BestSearcher condition) participated.
All were between 18 and 24 years old. Participants in the baseline condition were
informed that they would be presented with a series of questions for which they
should search the web for answers. Those in the experimental condition were
given the same instructions, but were also told that they would have “access to
information about how previous IU students have completed the search tasks.”

2 The technical details of this metric, along with expanded discussion of our method-
ology and results, appear in an extended version of this paper available online at
http://mypage.iu.edu/ jlorince/papers/
lorince.donato.todd.2014.sbp.extended.pdf


http://mypage.iu.edu/~jlorince/papers/lorince.donato.todd.2014.sbp.extended.pdf
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Participants first completed a practice trial to get familiar with the interface,
then eight experimental search tasks (in randomized order). They then rated
task difficulty, satisfaction with results, engagement with the task, and, for the
BestSearcher condition, the usefulness of the search path information.

4 Results and Discussion

We focus here on determining if participants found the social path data engaging
and/or helpful. Analyses discussed below reflect only participants who utilized
the social path information (by clicking a query or URL) at least once (33 of 44).

Subjective Ratings: Unsurprisingly, we found a general pattern of anticorre-
lation between task difficulty and satisfaction (baseline: (r(209) = —.59,p <
.0001), experimental: (r(317) = —.60,p < .0001), as well as weak but signifi-
cant correlation between engagement and search satisfaction (baseline: 7(209) =
.35, p < .0001, experimental: r(317) = .26, p < .0001) across both conditions. As
subjective difficulty went up, engagement went down in the Baseline condition
(r(209) = —.29,p < .0001), but not in the BestSearcher condition. This suggests
that social facilitation did ameliorate the negative effect of task difficulty on en-
gagement. In contrast to our initial predictions, we found no significant difference
in mean satisfaction or engagement between conditions. Problematically, partic-
ipants did not report the experimental tasks to be of strong personal relevance,
rating them on average below the midpoint of a Likert scale (i.e. disagreeing
with the statement “This is a realistic search task for you in particular.”).

Behavioral Measures: The key metrics for each task (Figure 2) were mean
time to completion, mean dwell time (i.e. the average time spent on each clicked
page), proportion of trials successfully completed, and total number of search
events (i.e sum of queries and clicked URLS for each task). Again, there was little
difference between conditions. The data suggest a trend towards faster comple-
tion times and fewer total search events when path information was available,
with the notable exception of the “indiana” task, which required significantly
more time and search events in the BestSearcher condition compared to base-
line. This may stem from the difficulty of the task (highest subjective difficulty
rating), along with the possibility that the information in the sidebar was not
particularly useful, but participants still explored the social data in detail in an
effort to solve the difficult task. This task also had the greatest proportion of
activity originating from the sidebar across participants. There is, in fact, a weak
but significant ((209) = —.29, p < .0001) correlation between the proportion of
activity originating from the sidebar and the perceived difficulty of tasks, indi-
cating that participants relied more on socially available data when search tasks
were more challenging.

FEvaluation of Search Paths: Participants in the experimental condition also
rated the usefulness of seeing search paths, whether it made the task more in-
teresting/engaging, whether they actually used paths, and whether path infor-
mation allowed them to complete the task more quickly than they would have
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Fig.2. Summary of behavioral measures by condition and task. (a): Mean time to
complete task (seconds). (b): Mean dwell time (seconds). (c): Mean proportion of suc-
cessfully completed trials. (d): Total search activity (number of clicks + number of
queries). (a),(b), and (d) normalized by the number of responses required for each
task. Error bars show +/- 1 standard error.

otherwise. Responses hovered around the middle of the response scale on average,
indicating that participants found the search paths moderately helpful overall.
There appears to be a general pattern of paths being more positively evaluated
on the more difficult tasks, though the only measure here that correlates (weakly)
with difficulty in a statistically reliable way is participants’ reported usage levels
(r(258) = .23,p < .001). These responses were not particularly strongly aligned
with the respective behavioral measures we collected, though; ratings of how
much participants actually used the paths, for instance, had only a weak cor-
relation (r(258) = .22,p < .001) with their total sidebar activity (i.e. sum of
clicked queries and URLs from the sidebar).

Notable here is that all responses to the search paths evaluation questions were
moderately to highly inter-correlated (r > .6,p < .0001 in all pairwise corre-
lations). So, even though their subjective responses may not correlate well with
their behavioral patterns, these results indicate (consistent with our hypotheses)
that a useful search tool is one that enhances both engagement and the speed with
which a user can achieve his or her search goal. Unexpected here is the weak cor-
relation between how much participants reported using the sidebar by actually
clicking queries and URLs and the true use of the sidebar we logged experimen-
tally. The unexpected low correlation between perceived and actual use could have
come about because participants had an inflated sense of how much they used the
sidebar when they found the sidebar path information to be useful. Nevertheless,
these data suggest that the SearchPaths tool may have been of help to participants
in ways not apparent from our collected behavioral measures.
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5 Conclusions

We have made a theoretical case for leveraging cognitive science research linking
spatial and information search in the development of social search aids, specif-
ically in the context of sharing search paths between users. We also presented
a preliminary effort at designing and testing a simple system with such social
functionality. In the end, our empirical results do not allow for strong conclu-
sions to be drawn from our user study, but our methods will likely be useful in
future comparative work that considers other path-based search tools.

Our study faced a number of limitations, many stemming from its relatively
small scale. While our hypothesis that path information should be helpful for
moderately complex search tasks like those we assigned may hold true, we doubt
such an effect can be clearly measured when study participants are presented
with tasks in which they have little intrinsic interest or stake in the outcome.
Subsequent work on such search tools must ensure that participants are provided
with tasks that capture their interest in an ecologically valid manner. Further,
larger-scale work is also required to determine how to aggregate path information
from many searchers and how to effectively present that information to users.

Our study does nonetheless suggest that path information may be useful to
Web searchers. Research in cognitive science has revealed that human search
mechanisms in non-physical environments remain deeply connected to evolved
foraging and spatial search processes, and work of this nature thus can inform
both our understanding of how individuals interact with information search sys-
tems, and the design of tools to facilitate search in such environments. Our study
focused on one particular application, namely applying notions of spatial path
following to a Web search environment. Our hope is that this work can serve as
inspiration for further exploration of how path information can be leveraged in
Web search, and for applications of cognitive science research about search be-
havior to the improvement of online information search systems more generally.
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Abstract. Social network analysis is a rich field with many practical
applications like community formation and hub detection. Traditionally,
we assume that edges in the network have homogeneous semantics, for
instance, indicating friend relationships. However, we increasingly deal
with networks for which we can define multiple heterogeneous types of
connections between users; we refer to these distinct groups of edges as
layers. Naively, we could perform standard network analyses on each layer
independently, but this approach may fail to identify interesting signals
that are apparent only when viewing all of the layers at once. Instead, we
propose to analyze a multi-layered network as a single entity, potentially
yielding a richer set of results that better reflect the underlying data. We
apply the framework of multi-objective optimization and specifically the
concept of Pareto optimality, which has been used in many contexts in
engineering and science to deliver solutions that offer tradeoffs between
various objective functions. We show that this approach can be well-
suited to multi-layer network analysis, as we will encounter situations in
which we wish to optimize contrasting quantities. As a case study, we
utilize the Pareto framework to show how to bisect the network into equal
parts in a way that attempts to minimize the cut-size on each layer. This
type of procedure might be useful in determining differences in structure
between layers, and in cases where there is an underlying true bisection
over multiple layers, this procedure could give a more accurate cut.

1 Introduction

Network analysis has been an important research field for many communities in
the past few decades. In a sociology context, social network analysis has been
useful in examining complex relationships in communities. There is also a strong
tradition of network analysis in the complex systems community, whose motiva-
tion lies in the application to physics. Increasingly, researchers find themselves
able to frame interesting problems using a network structure.

When operating in a network structure, we often assume that the relations we
define between nodes (e.g., users) are homogeneous. However, we are increasingly
faced with networks that present the challenge of heterogeneous links between

* This work was partially supported by ARO grant number W911NF-12-1-0443.
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nodes. The naive method of simply ignoring the different types of links in a
network would potentially result in a substantial loss of information about the
network itself. An example on social networks is easily imagined. First, we could
have multiple social networks on overlapping sets of users that we wish to analyze
simultaneously, a situation that is considered in [1]. Second, even links derived
from a single social network may not be homogenous. Direct relationships, for
example, might be derived from explicit user actions that establish a link, from
observed contact within a time period, or from other measures that capture the
extrinsic connections between agents. We could also obtain intrinsic connections
based on ancillary data; these types of connections attempt to measure how sim-
ilarly two agents behave. This separation of extrinsic and intrinsic relationships
has also been explored in the past [2].

Our proposed formalism for networks with multiple types of links is to assign
each type of link to its own layer. In each layer we are able to once again impose the
homogeneous assumption that is used in single-layer network analysis. In addition
to the term multi-layer, multi-relational and multiplex networks have been used
to describe this heterogeneous edge structure. When using the term multi-layer,
we do not mean separate entities of a larger structure (for instance, when we say
layers of TCP/IP protocol), but rather networks of homogeneous edges on the
same nodes. While this multi-layer structure is still ill-suited to the current single-
layer network tools, it allows us to extend those tools in several ways.

One technique for extending these single-layer network tools into a multi-layer
network paradigm comes from multi-objective optimization (MOO). Methods
that can be distilled into optimization problems can be solved in the multi-layer
setting through a MOO framework that trades off between different objective
functions from each layer, finding solutions that are appropriately optimal. One
characterization of optimality in this problem is defined by the Pareto front; by
exploring this front we can traverse the solutions that are optimal across all
possible trade-offs between layers.

In the following section, we will briefly discuss some of the literature on multi-
layer networks, multi-objective optimization, and some applications of this frame-
work to networks from prior work. We lay out a mathematical formulation for
multi-layered networks, introduce some key concepts of multi-objective optimiza-
tion. We then describe a well known algorithm for graph bisection, and show how
they can be modified for multi-layer networks, including some empirical results
for synthetic and real datasets. Finally, we draw some conclusions about the
applications of these type of methods for multi-level networks in the future.

2 Related Work

While single-layer network analysis has a large body of work behind it, multi-level
network analysis is a field that is just beginning to come into its own as a separate
research field. The work in [2,3,1] applies some multi-layer concepts to social net-
works. Results in [4] propose a multi-level framework based on tensors to repre-
sent the new levels of information, and discuss different metrics on this structure.
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Some results have been shown in the multi-level setting, including spectral prop-
erties [5] and clustering coefficients [6]. [7,8] have explored propagation through a
multi-level network. [1] studied specifically how to extend shortest path distances
to the multi-level framework, and also used the concept of Pareto optimality to an-
alyze the multilevel structure; their main focus of application was social networks.
Multi-objective optimization has a large body of research to support it. Most
current work in this field is in solution attainment. By far the most popular method
of solving MOO problems is through some form of evolutionary algorithm (for
a popular example, see [9]). Other less ubiquitous measures are summarized in
[10]. In the case study that we present, we are actually only interested in a sorting
algorithm used for domination points. The method used in this paper is part of
the evolutionary algorithm described in [9]. Some interesting application work has
been done using MOO [11], including supervised and unsupervised learning.

3 Multi-level Networks

A multi-layer network G = (V, £) comprises vertices V = {v1,..., v, }, common
to all layers, and edges €& = (£1,...,Em) in M layers, where & is the edge set
for layer k, and &, = {el’f“}j; v;,v;,€ V'}. A visual depiction of the layers is
shown in Figure 1. We allow for an edge efivj € & to be a real number in [0, 1].
We will consider only undirected edges, though extensions to the directed case
are not difficult. The degree of a node i is d* € RM | with each entry [d*] being

the degree of node ¢ on the single layer k.

Fig. 1. A visual depiction of a multi-layer network with two types of links. The types
of links are separated into separate layers, but the nodes remain the same.

We can now define the adjacency matrix and degree matrix for each layer:

[A*])i; = ey D" = diag([d']x. [d°]1, . .-, [d"]x) (1)

ViV

Note that D* is simply a p x p diagonal matrix with the layer-specific node
degrees on the diagonal. The purpose of defining both the adjacency and degree
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matrices will become clear when we attempt the graph bisection across multiple
layers; we will use the Laplacian matrix of each layer.

4 Multi-objective Optimization

Multi-objective optimization is a general framework for solving optimization
problems when there is more than one objective function to be minimized. Of-
ten, these objective functions can contradict each other, so that their individual
minimizations lead to solutions that are far away. Thus, the first step in this
type of optimization problem is to define what an optimal solution is; we do this
with the concept of non-dominated solutions.

Formally, we define the following multi-objective optimization problem:

i':arginin[fl(x)afé(l')""afn(x)] : (2)

We are interested in solutions that are called non-dominated solutions. A solution
y* is dominated by the solution z* if for all ¢ between 1 and n, f;(z*) < fi(y*),
and for at least one j between 1 and n, f;j(z*) < f;(y*). We call the set of
feasible solutions that are not dominated by any other solutions the first Pareto
front. The Pareto front contains solutions that are not dominated by any other
feasible solution; it is not possible to do better than a solution on the Pareto
front in all objective functions. In our MOO framework, we say that solutions
in the first Pareto front are optimal. A visualization of a Pareto front for n = 2

is shown in Figure 2.

fa(z)

Feasible Solutions

Infeasible
Solutions

fi(z)

Fig. 2. An example of a Pareto front for two objective functions. An important aspect
of this example is that the Pareto front is non-convex; therefore, a weighted linearization
search strategy will not explore the entire front.

There are a variety of approaches to obtaining solutions for Equation 2. Per-
haps the most basic is to linearize the problem and solve the corresponding scalar
optimization

I = argmin Z a; fi(x) (3)
=1
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for some set of weights {«;}. This approach is advantageous because it distills
the problem down to a single optimization problem for which there are many
standard methods. There are two main disadvantages, however. First, it is up to
the user to choose the weights «; in advance, or through trial and error, which
can be difficult in practice. The second and perhaps more pervasive problem is
that this procedure will only recover the Pareto front if the solution space and all
objective functions are convex [12]. When convexity does not hold, this procedure
can only find a subset of the feasible Pareto solutions. Two approaches that avoid
this problem are e methods and goal attainment, although both are very sensitive
to parameter settings. The most popular methods for finding an approximate
Pareto front are evolutionary algorithms. These algorithms use heuristic concepts
from biology, along with some parameters and randomly selected seed cases to
attempt to find solutions on the Pareto front by propagation. More details can
be found in [9,10] and references therein.

Another strategy is to avoid the heavy computational and analytical bur-
den of computing an exact Pareto front. If it is possible to obtain a sample of
solutions that are likely to be on or near the front, we can sort these points
for non-domination. In this way, we can filter a large set of solutions to find
the optimal ones that are worth further consideration. In the next section we
show how, given two solutions that are assumed to be approximately Pareto
optimal, a greedy, recursive algorithm can be used to find more approximately
non-dominated points.

5 Approximate Network Bisection of Social Networks

We first start with a brief introduction to spectral graph bisection, including the
approximate solution given by spectral clustering. A more detailed overview is
given in [13]. For now, let us assume our network has only one layer. We wish
to find the vector C* € {1,2}? that forms the minimum ratio cut [13], i.e., that
minimizes

2

£(C) = 1 Z cut(Ci

k=1

k}| C(i)=1,C(5)=
=1L,C(j)=2
It can be shown that an approximately optimal solution C* to this problem
is found by using the second to last eigenvector u,_; of the Laplacian matrix
L =D — A as an indicator vector, so that

1:up—1(i) <0

(@) = {2 up1 (i) >0 (5)

Since finding an optimal partition on even one layer is already computationally
demanding, using any type of comprehensive search technique across the solution
space to find a Pareto front would be infeasible for multiple layers. However, we
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can use the approximately optimal solution above to our advantage. For this
algorithm we assume there are two layers, and we have the spectral clustering
solution from both. If we assume that these solutions are exactly optimal for the
individual layers, then they must also be weakly Pareto optimal on the multi-
level network since for at least one layer they cannot be improved.

The goal now is to leverage these Pareto optimal solutions to discover an ap-
proximate Pareto front. Beginning from one of the spectral solutions, we consider
a greedy algorithm that attempts to improve in the other layer as much as possi-
ble by swapping two nodes from the different partitions with each other. We only
swap nodes that differ in the two spectral solutions. To determine which nodes
to swap, we calculate the cost of each node with respect to the non-optimized
layer, where the cost function is defined as

Cost(v;) = Z efj - Z 612]‘ (6)

7:C()=C@) 73:C(#CQ)

Note that this procedure, while giving us the optimal one-step swaps in the
network, is in no way guaranteed to give us Pareto optimal solutions. It will,
however, create a solution path between the two spectral solutions, and a non-
dominated sorting algorithm like that described in [9] can be used. We then have
multiple approximately optimal solutions to choose from.

6 Results

We tested this greedy algorithm on synthetic multi-level networks. For our ex-
periments, we used an unweighted network of 500 nodes, whose average degree
was 50. The first layer was constructed using an Erdés-Rényi model with each
node having an average degree of 50. We then changed a variable percentage of
the edges in that layer to create the second layer, and ran the greedy algorithm
to construct an approximate Pareto front. Figure 3 shows some example results
for differing levels of variation between layers.

x10° 20% of Edges Changed «10° 44% of Edges Changed b X 10 80% of Edges Changed
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Fig. 3. Pareto fronts for different levels of similarity. The greedy path between the
spectral solutions is shown in blue; those points that are weakly non-dominated, and
thus make up the approximate Pareto front, are shown in red.



Multi-objective Optimization for Multi-level Networks 135

Changing the variation between layers changes the nature of the solution path
that is tested, as well as the resulting non-dominated set. Layers that were more
similar actually were able to do better than their initializations; the Pareto front
in these cases does not include the points that we assumed to be approximately
optimal. As the layers become dissimilar, we are not able to improve as much
on the starting points; at 80% dissimilarity almost every solution explored was
part of the non-dominating set. This implies that with almost every swap, the
tradeoffs to be had could almost never do better in both cut-sizes. Moreover, as
the layer become more dissimilar, the overall cut-size increases.

Figure 4 displays the results of running the same algorithm on the ENRON
email dataset. This dataset is a collection of emails that were publicly released
as a result of an SEC investigation; it consists of approximately half a million
messages sent to or from a set of 150 employees. It covers a span of approximately
4 years from 1998 to 2002, though the density of emails is varied over that time.
We split the emails into week-by-week periods and built a multi-layer graph for
each period. The first (extrinsic) layer was created by placing an edge of weight
of 1 between individuals that had correspondence over the course of that week.
The second (intrinsic) layer was created by measuring semantic correlation in
the email body using the TF-IDF score. These values are then thresholded to
form edges, with the threshold dependent on the desired sparsity level.
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Fig. 4. Pareto fronts from ENRON Email Dataset. These Pareto fronts are derived
from the cut sizes of extrinsic and intrinsic layers.

Note that the Pareto fronts in Figure 4 do not appear to be convex. This is
interesting because it implies that simply minimizing a weighted combination of
objective functions would not generate the full space of potentially interesting
solutions. By exploring the Pareto front we get a more nuanced view of the data.
We also see a large variation in cut-sizes; in two of the cases, we see that the
cut-size in one layer reaches 0, while the other cut size is still much larger. This
implies that that the layers are sparse enough to be bisected almost exactly.
The difference in optimal bisections between the two layers implies that that the
layers have distinct properties. We also notice that the cut-size on the behavioral
layer tends to be much larger than that of the relational layer; this is because
the behavioral layer is less sparse.
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7 Conclusion

Multi-level network analysis is of growing interest as we are faced with increas-
ingly complex data. The framework we describe offers one possible methodology,
and can also be applied to allow extensions of single-layer algorithms in the
multi-layer setting. We introduced a simple algorithm for finding an approxi-
mate Pareto front in two-layer graph bisection; this algorithm in some cases
used layer similarity to improve what could be done using the layers individ-
ually. In ongoing work we are extending this framework to more complicated
models and algorithms.
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Abstract. We use a synthetic population model of Washington DC, in-
cluding residents and transients such as tourists and business travelers,
to simulate epidemics of influenza-like illnesses. Assuming that the pop-
ulation is vaccinated at the compliance levels reported by the CDC, we
show that additionally implementing a policy that encourages healthy
behaviors (such as covering your cough and using hand sanitizers) at
four major museum locations around the National Mall can lead to very
significant reductions in the epidemic. These locations are chosen because
there is a high level of mixing between residents and transients. We show
that this localized healthy behavior intervention is approximately equiv-
alent to a 46.14% increase in vaccination compliance levels.

Keywords: disease dynamics, intervention strategies, synthetic social
network, transient population.

1 Introduction

Influenza transmission is a big concern for society. There are about 24.7 million
influenza cases annually in the US and its economic burden is estimated to be
about $87.1 billion [1]. The CDC-recommended policy is for everyone over 6
months of age to be vaccinated (with rare exceptions). However, the effective-
ness of such pharmaceutical interventions depend upon public adherence. The
compliance level varies quite a bit by age-group, and is below 50% for ages 13-64
across the entire United States (see Table 1).

For big cities, such as Washington DC, apart from the contact patterns among
residents, the spread of such infectious diseases is also affected by the presence of
transients (tourists and business travelers), because they provide a constant pool
of susceptible people who can get infected and pass on the disease easily as they
visit crowded areas and come into contact with each other and with residents
[2]. In the present work, we evaluate the effects of augmenting the vaccination
policy with a relatively mild, location specific, healthy behavior intervention
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