
Kevin S. Xu · David Reitter
Dongwon Lee · Nathaniel Osgood (Eds.)

 123

LN
CS

 9
70

8

9th International Conference, SBP-BRiMS 2016
Washington, DC, USA, June 28 – July 1, 2016
Proceedings

Social, Cultural,
and Behavioral Modeling



Lecture Notes in Computer Science 9708

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zürich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7409

http://www.springer.com/series/7409


Kevin S. Xu • David Reitter
Dongwon Lee • Nathaniel Osgood (Eds.)

Social, Cultural,
and Behavioral Modeling
9th International Conference, SBP-BRiMS 2016
Washington, DC, USA, June 28 – July 1, 2016
Proceedings

123



Editors
Kevin S. Xu
University of Toledo
Toledo, OH
USA

David Reitter
Penn State University
University Park, PA
USA

Dongwon Lee
Penn State University
University Park, PA
USA

Nathaniel Osgood
University of Saskatchewan
Saskatoon, SK
Canada

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-39930-0 ISBN 978-3-319-39931-7 (eBook)
DOI 10.1007/978-3-319-39931-7

Library of Congress Control Number: 2016940349

LNCS Sublibrary: SL3 – Information Systems and Applications, incl. Internet/Web, and HCI

© Springer International Publishing Switzerland 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG Switzerland



Preface

Improving the human condition requires understanding, forecasting, and impacting
sociocultural behavior both in the digital and nondigital worlds. Increasing amounts of
digital data, embedded sensors collecting human information, rapidly changing com-
munication media, changes in legislation concerning digital rights and privacy, and the
spread of 4G technology to developing countries are creating a new cyber-mediated
world where the very precepts of why, when, and how people interact and make
decisions are being called into question. For example, Uber took a deep understanding
of human behavior vis-à-vis commuting, developed software to support this behavior,
ended up saving human time (and thus capital) and reducing stress, and so indirectly
created the opportunity for humans with more time and less stress to evolve new
behaviors. Scientific and industrial pioneers in this area are relying on both social
science and computer science to help make sense of and have an impact on this new
frontier. To be successful a true merger of social science and computer science are
needed. Solutions that rely only on the social science or only on the computer science
are doomed to failure. For example, Anonymous developed an approach for identifying
members of terror groups such as ISIS on the social media platform Twitter using state-
of-the-art computational techniques. These accounts were then suspended. This was a
purely technical solution. The result was that those individuals with suspended
accounts just moved to new platforms, and resurfaced on Twitter under new IDs. In this
case, failure to understand basic social behavior resulted in an ineffective solution.

The goal of the International Conference on Social Computing, Behavioral–Cultural
Modeling, and Prediction and Behavior Representation in Modeling and Simulation
(SBP-BRiMS) is to build this new community of social cyber scholars by bringing
together and fostering interaction between members of the scientific, corporate, gov-
ernment, and military communities interested in understanding, forecasting, and
impacting human sociocultural behavior. It is the charge of this community to build this
new science, its theories, methods, and its scientific culture in a way that does not give
priority to either social science or computer science, and to embrace change as the
cornerstone of the community. Despite decades of work in this area, this new scientific
field is still in its infancy. To meet this charge, to move this science to the next level,
this community must meet the following three challenges: deep understanding,
sociocognitive reasoning, and re-usable computational technology. Fortunately, as the
papers in this volume illustrate, this community is poised to answer these challenges.
But what does meeting these challenges entail?

Deep understanding refers to the ability to make operational decisions and theo-
retical arguments on the basis of an empirically based deep and broad understanding
of the complex sociocultural phenomena of interest. Today, although more data are
available digitally than ever before, we are still plagued by anecdotal-based arguments.
For example, in social media, despite the wealth of information available, most analysts
focus on small samples, which are typically biased and cover only a small time period,



and use that to explain all events and make future predictions. The analyst finds the
magic tweet or the unusual tweeter and uses that to prove their point. Tools that can
help the analyst to reason using more data or less biased data are not widely used, are
often more complex than the average analyst wants to use, or take more time than the
analyst wants to spend to generate results. Not only are more scalable technologies
needed, but so too is a better understanding of the biases in the data and ways to
overcome them, and a cultural change to not accept anecdotes as evidence.

Sociocognitive reasoning refers to the ability of individuals to make sense of the
world and to interact with it in terms of groups and not just individuals. Today most
social-behavioral models either focus on (1) strong cognitive models of individuals
engaged in tasks and thus model a small number of agents with high levels of cognitive
accuracy but with little if any social context, or (2) light cognitive models and strong
interaction models and thus model massive numbers of agents with high levels of social
realism and little cognitive realism. In both cases, as realism is increased in the other
dimension the scalability of the models fail, and their predictive accuracy on one of the
two dimensions remains low. By contrast, as agent models are built where the agents
are not just cognitive but socially cognitive, we find that the scalability increases and
the predictive accuracy increases. Not only are agent models with sociocognitive
reasoning capabilities needed, but so, too, is a better understanding of how individuals
form and use these social cognitions.

More software solutions that support behavioral representation, modeling, data
collection, bias identification, analysis, and visualization support human sociocultural
behavioral modeling and prediction than ever before. However, this software is gen-
erally just piling up in giant black holes on the Web. Part of the problem is the fallacy
of open source; the idea that if you merely make code open source others will use it. By
contrast, most of the tools and methods available in Git or R are only used by the
developer, if that. Reasons for lack of use include lack of documentation, lack of
interfaces, lack of interoperability with other tools, difficulty of linking to data, and
increased demands on the analyst’s time due to a lack of tool-chain and workflow
optimization. Part of the problem is the not-invented-here syndrome. For social sci-
entists and computer scientists alike, it is simply more fun to build a quick and dirty
tool for your own use than to study and learn tools built by others. And, part of the
problem is the insensitivity of people from one scientific or corporate culture toward
the reward and demand structures of the other cultures that impact what information
can or should be shared and when. A related problem is double standards in sharing
where universities are expected to share and companies are not; but increasingly
universities are relying on intellectual property as a source of funding just like other
companies. While common standards and representations would help, a cultural shift
from a focus on sharing to a focus on re-use is as critical for moving this area to the
next scientific level.

In this volume, and in all the work presented at the SBP-BRiMS 2016 conference,
you will see suggestions of how to address the challenges just described. SBP-BRiMS
2016 continued the scholarly tradition of the past conferences out of which it has
emerged like a phoenix: the Social Computing, Behavioral–Cultural Modeling, and
Prediction (SBP) Conference and the Behavioral Representation in Modeling and
Simulation (BRiMS) Society’s conference. A total of 78 documents were submitted as
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full papers. Of these, 38 were accepted, for an acceptance rate of 49 %. Additionally
there were a large number of papers describing emergent ideas and late-breaking
results, or responses to the challenge problem were submitted and accepted. Finally
there were nine tutorials covering a diversity of topics. This is an international group
with papers submitted by authors from 13 countries.

The conference has a strong multidisciplinary heritage. As the papers in this volume
show, people, theories, methods, and data from a wide number of disciplines are
represented including computer science, psychology, sociology, communication sci-
ence, public health, bioinformatics, political science, and organizational science.
Numerous types of computational methods are used, including, but not limited to,
machine learning, language technology, social network analysis and visualization,
agent-based simulation, and statistics. Based on the author’s self-selected area for each
paper, the breakdown is as follows:

• Behavioral and social sciences: 17 submissions, nine accepted
• Health sciences: eight submissions, three accepted
• Information, systems, and network sciences: 27 submissions, 10 accepted
• Methodology: 12 submissions, eight accepted
• Military and intelligence applications: 14 submissions, eight accepted

This exciting program could not have been put together without the hard work of a
number of dedicated and forward-thinking researchers serving as the Organizing
Committee, listed on the following pages. Members of the Program Committee and the
Scholarship Committee as well as publication, advertising, and local arrangements
chairs worked tirelessly to put together this event. They were supported by the gov-
ernment sponsors, the area chairs, and the reviewers. I thank them for their efforts on
behalf of the community. In addition, we gratefully acknowledge the support of our
sponsors: the Office of Naval Research – N00014-15-1-2463 and N00014-16-1-2274,
the National Science Foundation – IIS-1523458, and the Army Research Office –

W911NF-14-1-0023. Enjoy the proceedings!

April 2016 Kathleen M. Carley
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Abstract. Donation-based crowdfunding has the potential to democ-
ratize capital raising by soliciting donations directly from the public
through the Web and social media. These crowdfunding platforms, how-
ever, often function as unregulated open markets, in which there is min-
imal intervention to influence donation distribution across projects. In
fact, research on crowdfunding hints that donation distribution in most
crowdfunding platforms are suboptimal: while the overall success rates of
crowdfunding projects are often low, a significant proportion of projects
receive donations way over their targets. In this paper, we propose a new
donation distributing system that aim to (a) distribute donations more
effectively among the projects, and (b) align the allocation of donations
with the preferences of donors. An agent-based model was developed
to test the proposed system. Results showed that the proposed system
not only increased the overall success rates of projects, but also led to
more successes for projects preferred by donors. Implications to future
crowdfunding platforms are discussed.

Keywords: Crowdfunding · Fundraising · Market

1 Introduction

Crowdfunding websites have received much attention recently [1], as exemplified
by the growing number of projects and donations to sites such as Kickstarter,
DonorsChoose.org, and GiveForward [10–13]. The appeal of crowdfunding is that
everyone can raise money directly from crowdfunding websites to help accomplish
his or her design projects or various purposes, bypassing traditional sources such
as venture capitalists or financial institutions. In addition to raising capital, some
companies have also adopted crowdfunding websites for testing purposes because
activities in crowdfunding sites may predict whether potential customers and
communities will embrace their new products.

An essential characteristic of crowdfunding websites is that each project
aggregates capital from many people with a small donation. While different
crowdfunding sites have different policies for determining success, in general, a
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project is considered successful when the donations add up to a target amount
of money specified by the project creator when the project is launched. However,
crowdfunding websites do not provide direct assistance to raise capital for any
specific project. Rather, project creators have to actively promote their projects
within a specific period of time to increase their chance of success.

Previous studies [7,9] show that the success rates of the projects on crowd-
funding websites are often low. While the majority of successful projects received
donation close to their target amount, a significant proportion of projects
received donations way over (>200 %) their target amount [9]. In addition, many
projects received donation only in the first few days after the projects were
launched and slowly lost attention of potential funders and eventually failed.
These observations led us to speculate that the current unassisted process of
matching of the massive amount of small donations to the projects is subopti-
mal, in the sense that the distribution of donations can be improved such that
more high quality projects can be successful. We speculate that the current
“open marketplace” of crowdfunding sites is the reason why the distribution
of donations to the sets of available projects is suboptimal. This is consistent
with previous studies that show that social information systems that rely on
user dynamics to distribute resources may often lead to higher inequality and
unpredictability [6].

Similar to many social information systems, the process of crowdfunding is
highly dynamic; earlier events have a large impact on later events. In addition,
the behavior of potential donors is often affected by various dynamic indicators
in the projects, as well as the general policies of different crowdfunding sites.
For example, Wash et al. [2] showed that the return policies of the crowdfunding
websites influence the efficiency of crowdfunding. Specifically, they compared
platforms that adopt an “all-or-nothing” policy, i.e., the creators get nothing
unless they reach a specific donation goal (e.g., Kickstarter) to those that adopt
an “incremental” policy, i.e., one can get whatever is donated even if the total is
below the goal (e.g., Indiegogo). They found behavior in these platforms differed
substantially, as potential donors in all-or-nothing sites likely pay more attention
to projects that are perceived to have a high chance of success. Beltran et al. [4]
proposed a crowdfunding system to allow donors to make conditional donations,
which may motivate donors to contribute more. These studies [2,7,8] support
the notion that some form of intervention by crowdfunding websites, such as
policies about how donations can be made, how donations are allocated, and
how donors are rewarded (or acknowledged), will have significant impact on the
general matching process between donations and projects.

In this work, we develop and test one such intervention in crowdfunding. The
goal is to understand the how the proposed intervention may impact the com-
plex dynamics behind crowdfunding, to the extent that it could assist donors
to make their donations more effective by enlarging the benefit to more crowd-
funding projects. Specifically, the proposed intervention is inspired by an existing
theory and algorithm in economic research [5], which was originally used to opti-
mally allocate students to high schools that they preferred. Through this system,
students can list the schools they want to attend in order, and the algorithm will



Improving Donation Distribution for Crowdfunding: An Agent-Based Model 5

iteratively match the students who have been rejected in the last round until
most of the students match a school. Inspired by this algorithm [5], we apply a
modified version of this algorithm to crowdfunding websites. First, we prelimi-
narily extract a feature of this algorithm, matching students’ preferred ranking
with schools, to investigate their usefulness for crowdfunding websites. Then,
we construct an agent-based model to simulate the algorithm’s effect in various
crowdfunding environments and analyze how well it can help match donors to
projects.

Research Goals. Our goal is to explore the possibility of applying the new
method of donation to crowdfunding websites. The previous method that only
allows each donor to choose a single project to donate at a time. In other word,
a donor has to decide how much money he/she want to donate to each project.
Nevertheless, the capital of each individual is limited. When donors are inter-
ested in multiple corwdfunding projects, it is hard to find a good way distributing
the limited capital into multiple projects to effectively support those projects.
Therefore, our method allows donors to select multiple projects a time and decide
the total amount of donation. Our system will help the donors spread out their
donation among their chosen projects based on dynamics of the ongoing crowd-
funding activities. Moreover, our method can reallocate donations when the prior
funded project fails to achieve the donation goal in the end or has acquired suffi-
cient funding. As previous studies mentioned that donors would like to see their
donations utilized effectively.

This work proposes a new way to help donors spread out their donations.
Specifically, our first research goal is (1) to use an agent-based model to explore
the impact of our new method on the success rate of crowdfunding projects,
(2) to investigate if the success rate of crowdfunding projects will be influenced
when donors provide a list of ranked preferred projects. and (3) to test the
number of projects that donors choose each time may affect the success rate of
crowdfunding projects. We propose a new model and present the results of a
simulation using an agent-based model.

2 Model Description

On current crowdfunding platforms, donors are allowed to choose a single project
to donate to at a time and decide how much money they want to give to each
project. In our system, donors have the option to select multiple projects they
want to contribute to. They can specify how much money they want to donate
in total and also rank their selected projects based on their preferences. Our
system will automatically allocate their donations to the projects based on their
preferences and thus better utilize the monetary resources. We propose to apply
the new method of donation to crowdfunding websites, changing the one (donor)-
to-one (project) model to one (donor)-to-multiple (projects) model. The money
could be better utilized by our one-to-multiple model because each donation
would have chance to be reallocated to other projects if the prior project fails
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to achieve the donation goal in the end, or it has already acquired sufficient
funding. The aim of this algorithm is to find the best intervention to maximize
the number of projects reaching their funding goals and enhance the effectiveness
of each donation.

2.1 Agents (Donors)

Methods of Donation. Using the agent-based simulation model, we aim to
answer the following questions: Will the success rates of crowdfunding websites
increase when donors can select multiple crowdfunding projects to donate? If so,
how impact does the selection improve the success rates? If donors are allowed to
select and rank multiple projects to donate, how will the selection and ranking
influence the success rates of projects and the overall efficiency of the crowdfund-
ing system? To answer these questions, we developed and compared four types of
crowdfunding platforms using different donation methods, and used agent-based
model to simulate behavior in these platforms:

1. Single selection (SS): This method already exists in current crowdfunding
websites donors only choose one project (n = 1) at a time and decide how
much to donate. This method provides a baseline measurement of existing
crowdfunding platforms.

2. Multiple selection without ranking (MS-NR): Donors select up to n
projects and decide how much money they would like to donate in total.

3. Multiple selection with ranking (MS-R): Donors can select up to n
projects and decide the total donation amount, but they are required to rank
all of their selected projects according to their preference. Our system allo-
cates their money to the higher ranked projects first.

4. Multiple selection with mixed ranking (MS-M): This method combines
the second and the third approaches. After choosing up to n projects, the
donors places their selected projects into different ranking levels according
to their preferences, and each ranking level contains multiple projects that
are equally preferred by the donor. This is the most general way to structure
their preference toward the selected projects.

The parameter n is the maximum number of projects each donor can select,
and it is adjustable in our simulation. By setting n equal to 1, all the methods
are equivalent to the first baseline method. When n is greater than 1, the donors
can select 1 to n projects.

2.2 Donation Distribution

The algorithm for donation distribution in our system uses the following rules
when allocating money:

1. When a new donation is made, our system will allocate funds to the selected
projects based on the sequence of the donors preference. The system will
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allocate a donation to the highest ranked project first, but will not donate
any more than is needed to reach the projects funding goal. If there is money
left after donating to the first project, our system will put the rest of money
towards the donors next preference sequentially until there is no money left. If
multiple projects are equally preferred by the donor (when using MS-NR and
MS-M methods), the algorithm will donate to the projects that will end sooner
first, followed by the projects that need less money to reach their funding goal.
If all of the selected projects have met their goal, the remaining money will be
allocated to the highest ranked project. This rule is demonstrated in Figure
X. When t = 1, the donation is assigned to project A first and then project B
based on their deadline and how much they need. When t = 2, the money is
assigned to project C because the highest ranked project (project A) already
succeeds.

2. When a project expires and fails to achieve its goal, the donations it received
will be reallocated to other projects based on the donors ranking. Along with
the first rule, this ensures that the money will only be allocated to a lower
ranked project when the higher ranked project has either been fully funded
or has expired and failed. This rule is demonstrated in Figure X when t = 3,
where project B is expired and thus its donation is reallocated to project C
based on the preference.

3. When a donation is assigned to a project that is already fully funded, our
system will try to move the same amount of money from the previous dona-
tions of the project to other projects if the reallocation satisfies donors pref-
erences. Therefore, more projects will benefit from the reallocated money,
while the successful project still receive more or equal funding. This rule is
demonstrated in Figure X when t = 3, where $50 is assigned to project C
which already succeeds. To help more project, $50 from the second donation
is moved from project C to project D by our algorithm.

4. After each donation is made and allocated to one or more projects, it might be
reallocated because of the above rules. We set a fixed time period (currently
set to 30 days) during which each donation could be reallocated to other
projects; otherwise, the donor would never know which final projects their
money is allocated to. When distributing donations, our system will only
consider the money that can be reallocated.

Figure 1 shows an example of our donation algorithm and process.

3 Experimental Setup

The agent-based simulation model was implemented in Python. We crawled
Kickstarter and DonorsChoose.org collecting information from the years 2014
and 2015 about donation goals project status, and the amount of donation for
each donor. These data provide help our simulation with realistic scenarios for
crowdfunding websites.
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Project A
Deadline: t=3

Goal: $100

Project B
Deadline: t=3

Goal: $150

Project C
Deadline: t=4

Goal: $100

Project D
Deadline: t=4

Goal: $50

t = 0

D1: $100
D1: $50

Project A Project B Project C Project D

t = 1

New Donation 1: $150, [A=B=C]

D1: $100
D1: $50

D2: $100

Project A Project B Project C Project D

t = 2

New Donation 2: $100, [A>C>D]

D1: $100
D1: $50

D1: $50

D2: $50 D2: $50

Project A
(success)

Project B
(failure)

Project C Project D

t = 3

Project A & B end

Fig. 1. An example of our donation algorithm. At the beginning of the simulation (t
= 0 ), there are four projects with different donation goals and deadlines. When t = 1,
a new donation is made with Project A, B, and C at the same ranking level; thus, the
donation allocation follows the first rule. When t = 3, Project B fails, its donation is
reallocated to Project C by rule 2, and because Project C is fully funded, our system
assigns part of the donation D2 from Project C to Project D by rule 3 (Color figure
online).

3.1 Donation Setting

The information released from the several crowdfunding platforms revealed that
the average amount donated by an individual donor is between 50 to 100 USD.
After analyzing the data from Kickstarter, we observed that the distribution
of donation was closed to a logarithmic normal distribution. Consequently, our
model adopted this distribution to randomly produce the amount of donation
for each donor. In addition, based on the real data from crowdfunding websites,
this model will randomly generate 210000 donors a month, and their preferred
projects will be randomly selected from the live projects at the time the donor
entered. Each donor randomly chooses 1 to n projects with a ranking that is
also randomly generated from all possible combinations.

3.2 Project Setting

The variety of projects on crowdfunding platforms is diverse. According to dif-
ferent fundraising purposes, the donation goals and the duration of the crowd-
funding projects are various. On Kickstarter, the donation goals for technology
and design projects are usually higher than for other kinds of projects. More-
over, Kickstarter restricts the duration of fundraising campaigns to two months.
In contrast, the projects on DonorsChoose.org are related to education. Their
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donation goals are often under 1500 USD, and project duration can be more
than two months.

Therefore, the characteristics of every crowdfunding website are highly differ-
ent, and we can only use some of them in this study. In our model, we randomly
generated a donation goal between 100 USD to 10000 USD and a duration of 7
to 60 days for each project. Also, our model randomly created 3250 projects a
month, which is similar to the real situation on crowdfunding websites.

In order to examine the influence of donation methods on the success rate of
crowdfunding projects, we ran multiple simulations with different methods and
controlled the maximum number of projects (n = 1 to n = 10 ) each donor could
choose. The results of success rates reported in this paper are averaged from 30
simulation months (around 97500 projects) for each data point.

4 Results and Discussion

Fig. 2 shows that when each donor can only choose one project to donate, the
success rate is approximately 54 %, which is 8 % – 10 % higher than on Kick-
starter. A possible explanation for this difference is that the projects selected
by the donors in our simulation model were randomly generated, but donors on
real crowdfunding websites are usually affected by various dynamic indicators
of the projects resulting in an uneven distribution of donations across projects,
resulting a lower success rate.
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Max. number of projects to select (n)

Method
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Fig. 2. This figure shows the results of our simulations. Success rate versus maximum
number of projects (n). The x-axis is the maximum number of projects (n = 1 to 10)
that each donor can choose at a time in the simulation, and the y-axis is the success
rate across all crowdfunding projects. Color shows details about different methods. The
data points are labeled with average success rate (Color figure online).

The success rates of the donation methods (MS-NR, MS-R, and MS-M) are all
apparently greater than the baseline (SS) method. This finding answers our first
research question, and suggesting that the new donation methods may distribute
the donations more effectively, which could benefit more crowdfunding projects.
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Fig. 3. The trend of success rate with respect to goal (dollars). Color shows details
about methods. (n = 10)

Figure 2 also answers our third research question, showing that the success
rate of our donation methods increases to n. That is, if donors choose more
projects, their donations will have more flexibility to invest to other projects
when the prior funded projects were failed. According to Fig. 2, as the maximum
number of projects (n) a donor can choose increases above 5, the success rate
will gradually saturate. This finding may be of interest for future research that
explores how to optimize the efficiency of crowdfunding websites and fundraising
strategies.

Furthermore, as shown in Fig. 2, the success rates of MS-NR were 3 % – 6 %
higher than those of the other two donation strategies (MS-R and MS-RM),
which answers our second research question. This is likely because when donors
select projects without ranking, their donations are free to move around among
those projects. On the other hand, if there is a ranking difference, the donations
can only be moved to lower ranked projects when higher ranked projects are
failed or fully funded. As a result, with MSNR, there are less constraints when
distributing donations, while MSR is the most strict method.

Figure 3 presents the relationship between the success rate and project goals
when using different donation methods. The success rate of the SS method
decreases linearly when project goals is increase. Although the success rates
of our methods (MS-M, MS-NR, and MS-R) also decrease with project goals,
the success rates decrease much slower and remain at least 75 % when the
project goals reach 10000 USD. This figure implies that our methods do not
take away money from the high-goal projects to make low-goal projects succeed,
but to rather distribute donations more effectively so that projects with any goal
amount all have increased success rates.

Figure 4 shows the relationship between success rate and project duration
when using different donation methods. The success rate of the SS method
increases linearly with respect to project duration because longer projects have
more time to receive donations. Our methods have better success and a more
rapid increases with project duration. When the duration of a project is longer
than about 22 days, the project success rate will approach 100 % in our system.
This may indicate that our method can help crowdfunding projects reach their
donation goals more quickly.
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Fig. 4. Success rate versus project duration (day) when n = 10 (Color figure online).

In summary, our findings suggest that our system can help crowdfunding
websites distribute donations more effectively by enlarging the benefit to more
crowdfunding projects.

5 Limitation

Previous studies [2,3] performed an experiment in a lab setting to evaluate the
performance and efficiency of their strategies for crowdfunding platforms. How-
ever, their experiment designing was far from the real crowdfunding platforms’
experience. Therefore, this work constructs an agent-based model to simulate our
algorithm in crowdfunding environments, that draws on data from real crowd-
funding websites. However, the characteristics of the projects and the donation
behavior on different crowdfunding platforms are divergent and difficult to sim-
ulate. This is the major limitation of this work, and future work will focus
on improving the simulation model of crowdfunding platforms. Specifically, the
goals and duration of crowdfunding projects were generated by uniform distrib-
utions further research should improve this model to reflect the real situation on
each crowdfunding platform. Also, the donor’s behavior in the real world will be
affected by the quality, status, and other aspects of the projects, and thus would
be different from uniform random selection of projects as simulated in our model.
Although these limitations are present in our simulation, the comparison of the
four methods was done with the same simulation settings. The trends reported in
this study would therefore be comparable when adopting more realistic settings.

Besides, in order to deploy our methods to increase the efficiency of crowd-
funding websites, it would be good to conduct a large-scale user study to under-
stand the impact of the method on actual donors. How many projects would a
real user select? How would they structure their preferences? Will the reallocat-
ing feature affect their motivation to donate?

6 Conclusion

Crowdfunding platforms have fundamentally changed the way we fundraise, and
there are still lots of avenues to be explored in future research to improve the
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efficiency of crowdfunding websites. In current platforms, donations may usually
be distributed to a small proportion of projects with high exposure and pro-
motion on crowdfunding websites, which may cause an uneven distribution of
donations. Therefore, we focus on how to help donors match the projects they
may be interested in and how to help donors assign their capital to the projects
they prefer. This work proposed the new methods inspired by the algorithm in
economic research, and our method significantly increases the success rates of
projects on crowdfunding websites in our simulation. We hope this work pro-
vides some new perspectives that will help improve fundraising on crowdfunding
websites.
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Abstract. Researching second screen interactions that form a social soundtrack
concerning a major broadcast media event, we perform statistical analysis on
more than 800 K postings and 50 K blogs of Super Bowl XLIX on Instagram
and Tumblr respectively for three categories (commercials, music and game)
during three phrases (Pre, During, and Post) identifying the influence of dif-
ferent social soundtrack features of the postings on formality of contents during
three phrases (Pre, During, and Post). For Instagram, the positive influence of
URL-based postings in relative scale on formality is significant, but other fea-
tures have significant negative impact in Pre and Post phases. For Tumblr,
undirected broadcast pattern of conversation and number of sentences in relative
scale in Pre and Post phases have a positive influence on formality. The During
phase does not show any significant influence between any of the social
soundtrack feature and formality of the postings for either Instagram or Tumblr.
It is important to note that formality is significantly increased on Instagram, but
it exhibits significant reduction on Tumblr. We further evaluate the effects of
categories on top of the influence of social interaction features on contents of
social media platforms for a fixed effects model. For Instagram’s formality
aspect, the fixed effects estimate of the game category significantly outperforms
the other two categories in all three phases, while for Tumblr, the music cate-
gory fixed effects plays the lead role in Pre and Post phases. These results assist
in identifying the strength of linkage among broadcast categories, social media
postings, and inherent formality, providing insights into viewer reactions to the
broadcast of In-Real Life events.

Keywords: Social soundtrack � Formality � Fixed effects � Instagram � Tumblr

1 Introduction

The integration of broadcast media events, mobile technologies, and social media sites
has facilitated synergic online interactions that impart feelings of togetherness, infor-
mation sharing, and conversation among people in dispersed locations, leading to the
creation of an online conversation for events and associated content, such as advertising.
Viewers exchange information related to the event via second screen devices in terms of
posting of social media comments [8]. The use of secondary screens affords the creation
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of what we refer to as the social soundtrack, the online interactions with others regarding
broadcast programs, particularly for In-Real Life event (IRL) events such as sporting
events and award shows. The effect on the role of the viewer is profound, as the nature of
viewership is transiting from a passive to an active one, where the viewer can, to some
degree, take action while watching and engaging in an event.

In this research, we consider Super Bowl XLIX as an IRL broadcast media event.
We investigate the use of second screens in the Pre, During, and Post phases of Super
Bowl XLIX, specifically examining if second screen formalities, or use of proper
linguistic terms and syntax, from viewer interactions concerning Super Bowl com-
mercials, game, and music categories are related to the social soundtrack features in
each of event’s phases. We select Instagram and Tumblr as our data collection sites.
The temporal change in patterns used in social media discourse and the quantum of
sentences and unique words in the social soundtrack conversation intuitively are the
factors for temporal shift in observance of rules of social media etiquette. This intuition
motivates our research.

The research is important as changes in language style indicate the credibility and
rapport building between people in second screen conversations who do not know each
other, which influences the impact of the information shared [6]. The formality of
language also has significant impact on how messages are received, and it can be used
to identify disparate user groups. Additionally, it is essential to understand how users
engage and leverage the affordances of their technology devices for information
sharing, which can have a profound effective on areas such as online advertising.

2 Related Work

There has been limited research on formality analysis on social media conversations.
Understanding the social soundtrack formality of the conversations can shed light on
the goals, needs, and desires of the conversation participants while viewing an event.

Sabater [12] examined Facebook messages of native and non-native English
speakers to identify the stylistic variations in their online writing. The result showed
that non-native speakers exhibited more formal traits in a university context. In another
study on postings of two communities on Twitter, it was found that there was marked
difference in formality and tone between the two user groups and the underlying
differences of communication goal was cited as the reason [11]. In a separate research
using WhatsApp in an university context, Alamri revealed that, over time, instructor
discourse became informal [1]. Similar characteristics were found for blogs that
claimed to be more informal, and it was shown that the personality of the author
influenced the formality of text [9, 10]. Lee, Ham, Kim, and Kim [7] used Twitter as
the social media platform to assess people’s interest in Super Bowl 2012 car
commercials.

None of these prior research studies assessed the temporal interaction effects of
social networks and second screens from the temporal strength of linkage between
social soundtrack features, patterns, and the content of second screen conversations
from a formality perspective concerning live broadcast of major IRL events. Under-
standing the temporal aspects of formality within the social soundtrack has implications
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for leveraging social media within a variety of domains, including online marketing
and public service communication. Also, much of the previous studies are limited to a
single social media platform.

3 Research Question

In our research, we classify second screen interactions appearing in the social sound-
track concerning Super Bowl XLIX into three event categories: (a) commercials,
(b) music and (c) game. There is considerable sharing of feelings in the social
soundtrack on three aforementioned categories not only during but before and after the
event. We label these temporal phases of the social soundtrack as: (a) Pre phase,
(b) During phase and (c) Post phase. As we collect data related to Super Bowl XLIX
from the 10th of January 2015 and continued till the 24th of February 2015 on
Instagram and Tumblr, the Pre phase begins on 1/10/2015-00:00:00 and continue till
2/1/2015-18:29:59 (till the start of the kick off). The During phase is the period of the
live broadcast of the event, i.e., from 2/1/2015-18:30:00 to 2/1/2015-22:30:00. The
Post phase is the social soundtrack beginning on 2/1/2015-22:30:00 and lasting till
2/24/2015-00:00:00. We amass 811,262 Instagram media posts and 51,569 Tumblr
blogs using respective APIs and secret tokens. We chose Instagram and Tumblr as they
are major social media platforms with limited investigation in prior work, relative to
Twitter.

In this study, we extracted the social soundtrack features in terms of count of posts
corresponding to (a) pattern of viewers’ conversation, (b) number of sentences in the
postings, and (c) number of unique words present in the texts of the posts. The
identifiers for categories of social media post patterns are listed in Table 1.

For Instagram and Tumblr, RF categories may contain the URLs for images and
videos in addition to general full length or shortened URLs in Instagram captions and
Tumblr blogs. For Instagram captions, and Tumblr blogs, we set the priority order as:
RS > RF > BC. The sentences of the posts are parsed based on the punctuations such
as “.”, “?” and “!”. The number of unique words within each posting is determined by
excluding the stop words and the hashtags present in the sentences of each post.

Table 1. Categories of social soundtrack conversation patterns common to the social media
platforms

Category Description

Referral
(RF):

Any full length or shortened URL.

Response
(RS):

Postings intentionally engaging another user by means of ‘@’ symbol which
does not meet the other requirements of containing referrals.

Broadcast
(BC):

Undirected statements (i.e., does not contain any addressing) which allow for
opinion, statements and random thoughts to be sent to the author’s
followers. Any undirected statement followed by questions ‘?’ belongs to
Broadcast (BC) category.
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We have an intuition that relationship between interaction features present in social
media postings and the sentiments extracted from the social soundtrack conversation
regarding specific categories changes in phases. The social soundtrack feature-
formality linkage will also most likely change in specific phases for different cate-
gories. These feature-formality relationship of language shed light on the manner of
information processing and dissemination with the social soundtrack.

Based on this intuition, we frame our research question that deals with influence of
interaction features on formality of social media conversations in each phase on dif-
ferent categories. The research question is evaluated by linear regression on balanced
panel data.

RQ1. Do the features of social soundtrack conversations on different social media
platforms affect the formality of social media conversations in each phase?

4 Research Design

We classify the Instagram and Tumblr data into the three categories of second screen
interaction. We identify the categories by means of the keywords collected from relevant
websites related to Super Bowl commercials [2, 15], Super Bowl music [16], and Super
Bowl game [13]. The list of Super Bowl commercial keywords contains the ad titles,
titles of the themes / videos for the ads, hashtags associated with the spots (e.g.,
‘#realstrength’, ‘#likeagirl’ etc.), and the first and last names of actors participating in
Super Bowl commercial videos. The list of Super Bowl music keywords contains the first
name and last name of the performers of the halftime and the pre-game show, terms that
describes the half time show (e.g., ‘shark’, ‘palm’ etc.), and the songs (e.g., ‘california
girls’). The list of keywords related to Super Bowl game contains the first name and last
name of the players, coaches, umpires, referees, commentators, the field positions(e.g.,
‘quarter-back’, ‘red zone’ etc.), team names and other key terms related to game (e.g.,
‘punt’, ‘fumble’ etc.). We assign the posts on Instagram and Tumblr to Super Bowl
commercials, music, or game categories, depending on the presence of terms from the
respective keyword lists. Prior to any analysis, we perform the following pre-processing
steps as: (a) remove punctuations from the sentences of the posts, (b) remove the hashtags,
as this does not contribute to the frequency of parts of speech (POS) tags, (c) remove the
usernames addressed by “@” and “RT” within the messages, (d) remove the special
characters such as “@”, “RT”, “via” and URLs, (e) replace all contraction of verb forms to
the corresponding verbs (e.g., “’ll” to “will”, “’ve” to “have”, “’re” to “are”) (f) replace all
negations (“neither”, “nor”, “never”, “no”, “negative”, “not”, “n’t”, “won’t” etc.) to “not”,
(g) replace a sequence of repeated characters by two characters (e.g., “coooool” to “cool”,
“ooooh” to “ooh” etc.), (f) lowercase the letters and expand the acronyms in the posts to its
meaning extracted from relevant resources.

After pre-processing, we use the Stanford POS Tagger to identify the Part of
Speech (POS) tags from the tokenized posts. We use the standard tag-set defined by
Penn Treebank to identify the tags as element of POS class (i.e., noun, pronoun, verb,
etc.) from the tokens by means of Stanford POS Tagger. Formality is expressed as a
function of such POS class elements present in a post. We compute the F-score for
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formality as defined in [5], and thereafter, we calculate the aggregated F-score in
five-minute intervals in phase-category space, used as the unit of analysis for testing the
research hypotheses. Higher F-score of formality indicates more careful and less casual
social soundtrack conversations.

We further segregate the posts regarding volume of posts, patterns of conversations
exist in posts, number of sentences present in the posts and number of unique words in
sentences of posts into five minutes intervals for Pre, During and Post phases. We have
an intuition that the volume, sentence and unique words will affect formality score, as
those attributes are functions of the social media texts. We transform the five minute
time count data regarding volume, each of the social features and the derived formality
score into a relative scale using equation: rel_valuej

i = Scorej
i / Maxi {Scorej

i}, i denotes
the index of the five minute time slot within a specific phase and j is the specific
attribute of the posting. Score denotes the values of attributes. Max function returns the
highest value of the count for a specific attribute within a phase. Here, the attributes are
social features (i.e., volume of posts, each of the conversation patterns, sentences, and
unique words) and quantized formality.

Once the computation of relative scaling of the attributes is done for the social
soundtrack conversation, we organize the categorical time count data into a balanced
panel [4] data for both the social media platforms, where each of the three categories
has relative values of the social soundtrack attributes across total number of five minute
slots for data collection in each phase. Panel data, also known as cross-sectional time
series data, can control for variables whose behavior cannot be observed (i.e., behavior
of Super Bowl categories). In our study, for each phase, the balanced panel dataset can
be viewed as a three dimensional space where the dimensions are (1) Super Bowl
categories (commercial, music, game), (2) time stamps for each category (number of
five minute time slots i.e., 6558, 49, and 6534 for Pre, During and Post phases
respectively), and (3) social media platforms (Instagram and Tumblr). In each social
media dataset, we have a total of 19674 (3 � 6558), 147 (3 � 49) and 19062
(3 � 6354) records each with relative values of attributes of posts for Pre, During and
Post phases, respectively. Each record is the unit of analysis in evaluating the research
question for each phase in two different social media platforms.

5 Methodology

We use panel data regression with fixed effects [3, 14] on balanced feature-formality
panel data to evaluate the relationship between the features of social soundtrack con-
versations and formality concerning Super Bowl categories. In the regression model,
relative formality scores data is the dependent variable, while the relative values of
social soundtrack features (i.e., volume, patterns of social soundtrack conversations
from Table 1, number of sentences, and number of unique words) are the cofactors. We
conduct the fixed effects regression model on the panel data. The fixed effects model
assumes that individual specific effect is correlated with the independent variable. We
set the Super Bowl commercials as the baseline category for finding relative categorical
effect in the fixed effects model. We are estimating the pure effect of social soundtrack
features by controlling the unobserved heterogeneity with the addition of dummy
variables for each category in the fixed effects model.
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6 Result

The estimates of regression coefficients of the social soundtrack features (cofactors)
identify how much second screen formality changes over time on average per category
when the respective cofactor is increased by one unit. In the fixed effects regression
model, we also evaluate the effect of categories (i.e. unobserved variable) on the
linkage between social soundtrack features (cofactors) and the quantified formalities
(response) in each phase on Instagram and Tumblr.

6.1 Instagram

From Table 2, we find that formality increases by 10.76 times in relative scale with one
unit increase of URL-based captions (RF) in the Pre phase for Instagram; however, the
unit increase of other cofactors reduces the formality significantly. In the During phase,
the coefficients of the majority of cofactors are large and positive except sentences and
unique words; however, they are not significant (p-value > 0.05) in measuring the
effect of the cofactors on the formality of the Instagram captions. In the Post phase,
formality increases 3.73 times with a unit increase of referral (RF) pattern. It is
important to note that increased number of postings with captions increases formality
significantly in Pre and Post phases, while in During phase the effect is also positive
but not significant (i.e., p-value > 0.05). The variance explained (R2) in Pre and Post
phases in Instagram is lower than that explained in During phase.

Table 2. Fixed effects model results for Instagram

Phase Cofactors Coeff p-value R2

Pre volume 2.834 0.011* 0.23
mention −4.173 0.057
referral 10.758 1.4e-05*
broadcast −5.720 0.009*
sentences −3.349 7.6e-13*
unique words −2.845 0.021*

During volume 18.262 0.141 0.57
mention 39.692 0.662
referral 24.200 0.785
broadcast 27.728 0.758
sentences −13.142 0.083
unique words −25.610 0.175

Post volume 1.967 0.091 0.25
mention −8.815 1.4e-06*
referral 3.731 0.010*
broadcast −8.519 2.8e-06*
sentences −3.890 2.2e-16*
unique words −8.543 9.9e-08*
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Figure 1 depicts the effects of music and game categories on linkage between social
soundtrack features and formality on Instagram. It is seen from Fig. 1 that music and
game categories have significant increased effect on feature-formality linkage relative
to Super bowl commercials in all three phases. So, among three categories, the fixed
effects of Super Bowl commercials is least, while the fixed effects of game category is
the highest on the relationship between social soundtrack feature and formality of the
content in all phases for Instagram.

6.2 Tumblr

We present the results of fixed effects regression model done on the panel data for
Tumblr in all three phases in Table 3. We find that formality significantly increases by
19 times and 41.19 times in relative scale for a one unit increase of undirected
broadcast (BC) pattern and number of sentences respectively in the Pre phase for
Tumblr, while for unit increase of other cofactors the formality reduces significantly. In
the During phase, the coefficients of the cofactors are large and positive, but they are
not significant (p-value > 0.05) in measuring the effect of the cofactors on the formality
of the Tumblr blogs. In Post phase, formality increases 25.7 times and 43.21 times with
unit increase of undirected broadcast (BC) pattern and number of sentences, respec-
tively. It is important to note that the increased number of Tumblr postings reduces
formality significantly in Pre and Post phases, while in During phase the effect is
positive but not significant (i.e., p-value > 0.05). Unlike Instagram, variance explained
(R2) in Tumblr by the model in During phase is lower than that explained in Pre and
Post phases.

Figure 2 depicts the effects of music and game categories on linkage between social
soundtrack features and formality on Tumblr. It is seen from Fig. 2 that music and

Fig. 1. Effect of music and game in relation to commercials for Instagram by phase
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game categories have significant increased effect on feature-formality linkage relative
to Super Bowl commercials in the Post phase. In Pre, though relative fixed effects of
music and game categories are positive, the effects of game in Pre phase is not sig-
nificant (p-value > 0.05). In the During phase, there is no significant effect of music

Table 3. Fixed effects model results for Tumblr

Phase Cofactors Coeff p-value R2

Pre volume −44.977 2.2e-16* 0.49
mention −14.988 1.2e-14*
referral −7.306 0.000*
broadcast 19.034 2.2e-16*
sentences 41.195 2.2e-16*
unique words −7.036 3.8e-08*

During volume 7.848 0.679 0.28
mention 12.579 0.647
referral 26.479 0.352
broadcast 17.810 0.539
sentences 1.796 0.931
unique words 8.161 0.618

Post volume −43.561 2.2e-16* 0.57
mention −19.534 2.2e-16*
referral −9.922 7.4e-06*
broadcast 25.700 2.2e-16*
sentences 43.211 2.2e-16*
unique words −8.462 2.8e-10*

Fig. 2. Effect of music and game in relation to commercials for Tumblr by phase
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and game categories relative to commercials, though the effect of game is least in the
During phase. The fixed effects of Super Bowl music category is most pronounced on
the relationship between social soundtrack feature and formality of the content in all
phases for Tumblr.

7 Discussion and Implication

The variation of conversation pattern based formality on Instagram and Tumblr
facilitates to identify the demography of viewers from the change in stylometric
variation for categories in different phases. It is also observed that game category has
higher estimates of fixed effects on Instagram feature-formality relationship, while the
impact of commercials is the lowest. This informality inherent in commercial related
posts increase the personalization of the brands and marketing, allowing brands to
communicate with viewers in a manner they are comfortable with via social media
platforms. In Pre and Post phases for Instagram, referral or URL based recommen-
dations (RF) pattern has the positive influence on social soundtrack formality, while the
other patterns have significant negative influence (see Table 2). For Tumblr, the blogs
with more undirected broadcast patterns become more formal in Pre and Post phases,
while blogs containing more of other conversation patterns become less formal (see
Table 3). From a feature-formality influence perspective, the relative volume of post-
ings has positive correlation with Instagram formality, while for Tumblr it is negative
(see Tables 2 and 3). The feature-formality relationship is insignificant in During
phase, while the R2 value is higher for Instagram. This is because of the huge difference
in the sample sizes (i.e., 6500 for the Pre- and Post- phases, only 49 for the During).
From category effect perspective, for Instagram game category outperforms other two
categories in the strength of feature-formality linkage in all three phases. In Tumblr, the
music category plays the lead role. This seems to infer that the media based posts that
contain URLs in Tumblr are more informal relative to Instagram. It is also observed
that game category has higher estimates of fixed effects on Instagram feature-formality
relationship, while the impact of commercials is the lowest. This informality inherent in
commercial-related posts increases the personalization of the brands, allowing brands
to communicate with viewers in a manner they are comfortable with via social media
platforms.

8 Conclusion

Our research provides contributions concerning understanding user behavior and
interaction in terms of the shift in users’ temporal formality concerning effects of
categories treated as unobserved variables in the IRL event in a traditional formality
computation framework. In future research, we will analyze the relationship between
temporal informality of posts and different features of second screen interaction taking
care of idiosyncrasies of IRL event related social media texts on more social media
platforms with the estimates of fixed and random models, comparing the results with
formality settings presented in this research.
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Abstract. We present a simple agent-based model for the evolution of
between-group attitudes (measured on a linear scale) in a community that is
divided between two distinct social groups (which may be distinguished by
religion, ethnicity, etc.). We derive approximate analytical equations to predict
the change in mean attitudes over time given certain assumptions. The model
predicts that social pressures cause each group to tend towards extremes of
hostility or acceptance towards the other group. Under some conditions, groups
can have stable extremist and moderate factions, but very small changes in
system parameters can upset the stability. Interpersonal cohesion (the degree to
which individuals influence each other’s opinions) plays a significant role in
controlling within-group polarization. We show that strategies to improve
intergroup relations that target subsets of each group are much less effective
when cohesion is low.

Keywords: Sectarian � Tension � Affinity � Hostility � Conflict �
Reconciliation � Opinion dynamics � Agent-based model � Mathematical model

1 Purpose and Scope

Many local communities, especially in the Third World, are markedly divided between
two or more very distinct ethnic or religious groups. In sub-Saharan Africa for instance,
many villages, towns, and cities comprise distinct groups of “Christian” and “Muslim”
residents. In some cases, residential neighborhoods are completely integrated; in others,
districts or quarters belong to one or the other religion. These situations may or may not
be accompanied by interreligious tensions. For examples and references see [1].

This paper proposes and analyzes a heuristic mathematical model of intergroup
relations within a community consisting of two distinct groups clearly identified by
religion or ethnicity. We shall use our model to address the following questions:

• What stable distributions of affinity/hostility are possible for different model
conditions?

• Do stable distributions vary continuously with changes in conditions, or are there
cases where small changes in conditions produce large differences in the distribu-
tion of affinities/animosities?
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• What strategies that target model conditions are sufficient to bring about desired
changes in intergroup attitudes?

• What model conditions may produce deterioration in intergroup attitudes?

The remainder of the paper is structured as follows. In Sect. 2 we survey the current
literature on mathematical models of intergroup violence, and we discuss examples of
programs designed to mitigate tensions between divided communities. In Sect. 3 we
present the model’s assumptions and its mathematical specification. In Sect. 4, we
provide mathematical analyses of the model under various particular conditions. In
Sect. 5 we present several characteristic simulations and their implications for model
behavior. In Sect. 6 we summarize our findings, draw conclusions, and list references.

2 Background

In this section we give a brief survey of relevant literature. A more extensive review is
given in [1].

Numerous empirical studies exist of factional conflicts on a national scale,
including civil wars. Several of these studies are summarized in [2].

Several researchers have used spatial agent-based models in an attempt to under-
stand civil violence, beginning with Epstein [3]. In such models, agents are located on a
grid, and exert influence on neighboring agents by causing them to move or change
state. More sophisticated spatial agent-based models that include graph- and
game-theoretic components have also been proposed, for example in [4].

Other researchers have used nonspatial models to study opinion dynamics and
cluster formation within a given population [5]. In these models, agents’ opinions is
measured on a linear scale, and these opinions change as a result of interactions
between agents (which may or may not be binary).

Several non-governmental organizations have worked to reduce tensions in divided
communities through sports programs [6]. Such programs promote positive interactions
between particular subgroups drawn from antagonistic groups.

Our model includes elements from several of the above sources. Like the spatial
models of civil violence, we model the antagonistic interactions of distinct populations.
Like the opinion dynamics models our model is nonspatial, and we measure attitudes
on a linear scale. Also, taking a cue from sports programs we consider the effects of
directed positive interaction between subgroups from each population.

3 Model Specification

Our mathematical model is based on assumptions concerning human interactions that
are supported by sociological research. An extended list of supporting references is
given in [1]. We first state these assumptions, and then provide corresponding math-
ematical characterizations.
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3.1 Model Assumptions

The following principles are assumed to govern interpersonal interactions in a com-
munity consisting of two strongly distinct social groups.

1. Individuals within each group have varying degrees of affinity towards the other
group, which can be ranked on a linear scale. On the one end are the extremists,
who despise and avoid the other group and are prone to inciting violence. On the
other end are the moderates, who treat individuals from the other group on an
almost equal basis. This assumption conforms to the common practice of opinion
dynamics models described above.

2. Constructive (cooperative) interactions between individuals in different groups tend
to improve their affinities for each other, due to the mutual benefit derived from the
interaction. Such contacts may occur through daily commerce, education, com-
munity development, sports, and so on.

3. Isolation and lack of contact between groups tend to increase hostility: separatism
leads to rumor-mongering, mistrust, and misunderstanding. On the other hand, more
contact leads to more accommodation.

4. Individuals that are more hostile towards the other group are more likely to avoid
and discourage interactions with the other group.

5. In interpersonal interactions, individuals tend to influence other individuals towards
their own opinion.

3.2 Mathematical Formulation

The above assumptions have been translated into mathematical form as follows:

1. The community consists of two groups of equal size, each group modeled as a set of
N agents.

2. Each individual in each group has an affinity towards the other group, which is a
number between 0 (representing extreme hostility) and 1 (meaning the individual
treats both groups equally). We denote the affinity of agent A as a(A).

3. Over the course of the simulation, individuals interact with each other, and their
affinities change as a result of the interaction. For simplicity, we assume that
individual interactions involve just two agents, and that interactions occur
sequentially. Each interaction is modeled as follows:
(a) Randomly choose a random agent A1 who participates in the interaction.
(b) Randomly choose a second agent A2 as follows. With probability 1 – a(A1)/2,

A2 is in the same group as A1. Otherwise, A2 is chosen from the other
group. (This rule reflects assumption (4), since it implies that the frequency of
interaction with the other group is positively correlated with affinity.) Note that
a(A1) = 1 implies that A2 is chosen from either group with equal probability,
while a(A1) = 0 means that A2 is always from the same group as A1.

(c) Change the two agents’ affinities based on the interaction, as follows.
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If the two agents are in the same group, then:

a A1ð Þ ! a A1ð Þ�b1 þ c � h a A2ð Þ�a A1ð Þð Þþ rm1;

a A2ð Þ ! a A2ð Þ�b1�c � h a A2ð Þ�a A1ð Þð Þþ rm2:

If the two agents are in different groups, then:

a A1ð Þ ! a A1ð Þþ b2 þ c � h a A2ð Þ�a A1ð Þð Þþ rm1;

a A2ð Þ ! a A2ð Þþ b2�c � h a A2ð Þ�a A1ð Þð Þþ rm2:

In these equations, b1 denotes the (negative) drift in affinity due to a single
same-group interaction; b2 denotes the (positive) drift in affinity due to a single
inter-group interaction; c denotes the strength of “cohesion”, that is the tendency of two
interacting agents to influence each other towards their own opinion; r is a noise
variance; m1, m2 are independent, identically distributed normal random variables with
mean 0 and variance 1; and h is an “influence function” which expresses the effect of
the affinity difference between two individuals on the affinity adjustment resulting from
interaction between those individuals. Here we take h(x) = x: see [1] for other cases.

Since affinities are limited to lie in the range [0,1]; the values of a generated by the
above two equations are clipped to lie in this range: a ! max(0, min(1,a)).

The agent selection rule 3(b) corresponds to model assumption (4). In the equations
in 3(c), The b1 and b2 terms reflect assumptions (2) and (3) respectively. The c terms
reflect assumption (5), which implies that interactions between individuals tend to bring
those individuals’ opinions closer together.

4 Theoretical Analysis

We may gain considerable insight into the model behavior by considering two special
cases. These cases also have practical significance, which we will elucidate below. In
both cases, we are interested in changes in composition over time of each group. In
particular, we consider how the percentages of extremists and moderates changes over
time; and we investigate how conditions (represented by model parameters) may be
changed to tilt the balance towards increased or reduced affinity.

The special cases that we will consider are as follows:

Case 1. All individuals in each group begin with the same affinity (although the two
groups’ affinities may differ). In this case, we are particularly interested in the
eventual steady-state affinities of the groups, depending on the initial affinities.
Case 2. Both groups are initially divided into extremist (affinity = 0) and moderate
(affinity = 1) factions. In this case, we are interested in the stability of configura-
tions consisting of given proportions of extremist and moderate factions.
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In this section, we provide approximate mathematical results for Cases 1 and 2.
These theoretical results are compared with simulations presented in the following
section. Full derivations of the following theoretical results are given in [1].

4.1 Case 1: Unanimous Starting Affinities for Each Group

In order to facilitate the analysis, we make the following simplifying assumption:

“Sticky assumption”: If all agents in a particular group start out with the same affinity, then they
will maintain nearly the same affinity. In other words, once the distribution of affinities for a
particular group has coalesced to a single value, all the affinities move together.

The sticky assumption is never strictly accurate, but in some cases it is approxi-
mately true, and it does have the advantage that it enables an exact solution. Fur-
thermore, we shall find in Sect. 5.1 that it gives accurate indications of the evolution of
distribution medians, even when within-group affinities do in fact diverge.

Given that the sticky assumption holds, we let x1
(0) and x2

(0) be the mean starting
affinities for the two different groups. Then in the case where r = 0, the formula for the
mean affinities after m steps (denoted x1

(m) and x2
(m) respectively are:

x mð Þ
1 ¼ e2dð1�2kcÞm � expð�h½eð1þ bÞdm�1�Þq1 þ e2ð1þbÞdmq2 þ k;

x mð Þ
2 ¼ �e2dð1�2kcÞm � expð�h½eð1þ bÞdm�1�Þq1 þ e2ð1þbÞdmq2 þ k;

where

b � b2=b1; c � c=b1; d � 0:25b1=N; k � 2=ð1þ bÞ;
q1 � xð0Þ1 � xð0Þ2

� �
=2; q2 � xð0Þ1 þ xð0Þ2

� �
=2� k:

4.2 Case 2: Polarized Starting Distributions

Rather than starting with unanimous groups as in Case 1, we may also consider the case
where each group begins with extremist and moderate factions with affinities 0 and 1,
respectively. In the following, we consider the question of when such polarized-group
distributions can remain stable.

The analysis is similar to the unanimous case, except that group j (j = 1,2) is
divided into two subgroups ja and jb which consist of extremists and moderates,
respectively. Initially, these subgroups’ affinities are xja = 0 and xjb = 1, and contain
fractions 1–fj and fj respectively of the agents in Group j. Under the sticky assumption,
the following equations may be derived for the evolution of the subgroups’ affinities:

x kþ 1ð Þ
ja � x kð Þ

ja þ 1=4Nð Þ 1�fj
� �f b1 þ 3cð Þfj þ b2 þ cð Þf3�j � 4b1g;

x kþ 1ð Þ
jb � x kð Þ

jb þ 1=4Nð Þfj b1 þ 3cð Þfj þ b2 þ cð Þf3�j�3b1 þ b2�4c
� �

:
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The conditions that xja
(k+1) � xja

(k) and xjb
(k+1) � xjb

(k) lead to the following conditions
for stability of polarized groups:

c� b2 þ b1ð Þ = 4 and b2 � b1:

5 Simulations

In this section, we describe computer simulations that confirm our theoretical analysis,
and further elucidate the general behavior of the model. Matlab/Octave code for the
simulations is available at the CoMSES Computational Model Library [7].

5.1 Unanimous-Group Starting Conditions (Case 1)

In order to verify the accuracy of the “sticky assumption”, we tracked the behavior of
simulations where all individuals in Group j starts with equal affinity xj0 (j = 1,2): this
condition corresponds to Case 1 described in Sect. 5.1. The entire region (x10, x20)2
[0,1]2 was sampled, and the system parameters used are summarized in Table 1.
Parameters are given in terms of b1 because the system’s behavior depends on the ratios
b2/b1, c/b1, and r/b1, and is nearly independent of the value of b1.

Figure 1 shows system trajectories under different starting conditions, for the
large-cohesion case (c = 4b1, left) and the small-cohesion case (c = 0.25b1, right). The
state space is the unit square, which we have divided into quadrants with dotted lines
x1 = x2 and x1 = 1−x2. The system is symmetric about the x1 = x2 line since the two
groups have identical parameters. Asterisks indicate the different starting points used for
different simulation scenarios: the xj coordinate corresponds to the starting affinity value
for all members of Group j (j = 1, 2). Solid lines show the subsequent trajectories
predicted by the “sticky model” equations derived above. Dotted red lines show the
trajectories followed by groups’ median affinities in the agent-based simulations. Also
shown for selected starting points are (10th, 10th) (blue lines with ‘o’markers) and (90th,
90th) percentiles (green lines with ‘+’markers) of affinities for (Group 1, Group 2) in the
simulations.

Table 1. Simulation parameters for Case 1 (unanimous starting affinities)

Symbol Significance Value(s)

b1 Negative drift from within-group interactions 0.002
b2 Positive drift from intergroup interactions 3b1
c Cohesion parameter 0.25b1, 4b1
N Number of agents in each group 250
– Number of iterations 500 N
r Noise parameter in individual interactions b1
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In both the small-c and the large-c case, the agent-based model medians follow
quite closely the theoretical sticky model trajectories. In the large c case, the 10th and
90th percentile trajectories remain close to the median trajectories, which implies that
the sticky assumption is accurate. In the small c case the tracking is somewhat looser,
especially in cases where the two groups’ initial affinities are substantially different.

In most case, the system tends either towards all extremist (0, 0) or all moderate
(1, 1). In these cases, the eventual fate is extremist (resp. moderate) if (x1, x2) is above
(resp. below) the line x1 + x2 = 4/(1 + b2/b1). If the initial position lies exactly on this
line, in the small c case is it possible for groups to split into extremist and moderate
factions. Since the size of the cohesion parameter c reflects the degree to which
interacting individuals influence each other, it stands to reason that when c is large, the
two groups should end up with the same overall affinity.

Sports program simulations. We may simulate sports programs such as described in
Sect. 2 by modifying the model to include occasional “sporting events” which involve
a select group of agents, half from each group. Sporting events occur randomly at a
given frequency, and each sporting effect improves the affinity of all participants by a
determined amount b2+. Parameters for the simulations are shown in Table 2.

Figure 2 shows the equilibrium proportion of moderates (in grayscale) as a function
of the initial affinity (all individuals in both groups begin with the same affinity) and
fraction of sports program participants from each group. The diagrams show the
low-cohesion case (c = b1/3) at left and the high-cohesion case (c = 3b1) at right. When
the initial unanimous affinity falls below a certain threshold the effectiveness of sports
programs is limited to program participants only; but if the initial unanimous affinity is
above the threshold, the influence of the program is propagated throughout both groups,
and virtually 100 % of both groups attain moderate affinities. The threshold decreases
gradually as the proportion of participants increases. The thresholds for the large-c case

Fig. 1. Comparison of nonlinear “sticky model” predictions with simulations in which each
group initially has a single characteristic affinity. See the text for detailed explanation of
trajectories and markings. (Color figure online)
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are much lower than for the small-c case, and only exist when the rate of participation is
under about 20 percent. In all other cases, moderation pervades the entire population.

These results point to the effectiveness of sports programs (or similar programs
designed to produce positive interactions between subgroups) when the relational sit-
uation has not degenerated too seriously. The effectiveness of such programs is
enormously enhanced when social cohesion is elevated.

Polarized starting conditions (Case 2). Simulations were performed for the case
where both groups are initially divided between extremist (affinity = 0) and moderate
(affinity = 1) fractions. Parameters used in the simulation are listed in Table 3.

Simulation results are depicted in Fig. 3 (left) and (right), which show the equi-
librium proportion of moderates (affinity > 0.9) in Groups 1 and 2 respectively, as a
function of different (f1, f2) starting configurations. The black regions correspond to
initial (f1, f2) configurations that eventually lead to all extremists; while the white
regions correspond to initial configurations that eventually lead to all moderates. The
intermediate region give stable (f1, f2) pairs. The region of (f1, f2) stability for the
agent-based model is somewhat smaller than theoretical predictions derived in [1]

Table 2. Parameters for sports program simulations

Symbol Significance Value

b1 Negative drift for within-group interactions 0.003
b2 Positive drift for between-group interactions 0.007
c Cohesion parameter b1/3(small c); 3b1(large c)
b2+ Increase in affinity for sports participants 0.003
– Frequency of sports programs 0.01
N Number of agents in each group 250
– Number of iterations 2000 N
r Noise parameter in individual interactions 0

Fig. 2. Equilibrium proportions of moderates (affinity > 0.9) for communities with simulated
sports programs for c = b1/3 (left) and c = 3b1 (right).
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based on the sticky assumption, reflecting the fact that the agent-based dynamics
produces fluctuations that undermine the stability of the system.

6 Discussion and Conclusions

The theoretical and simulation results presented above have potentially important
implications for policy decisions for dealing with divided communities with the
potential for intergroup violence.

Simulations show that the ratio of positive between-group drift to negative
within-group drift (b2/b1) is critical in determining the fate of the divided community.
Interventions should focus on reducing b1 and increasing b2. There is a minimum level
of effective intervention, below which the situation will progressively deteriorate and
above which the situation will eventually achieve universal moderation. Early inter-
vention is required, because larger changes in b1 and b2 are required to reverse trends as
populations become more extreme. In practice, positive drift may be enhanced by
mutual educational, economic, cultural and/or social advantages derived from inter-
group interactions.

Table 3. Parameters for polarized-group simulations (Case 2)

Symbol Significance Value

b1 Negative drift for within-group interactions 0.003
b2 Positive drift for between-group interactions 0.007
C Cohesion parameter 0.001
N Number of agents in each group 250
– Number of iterations 4000 N
r Noise parameter in individual interactions 0.003

Fig. 3. Equilibrium moderate fractions for Group 1 (left) and Group 2 (right) as a function of
starting (Group 1, Group 2) moderate fractions in Case 2. The equilibrium moderate fractions are
indicated by the greyscales at right.
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Both theory and simulations point out the unstable nature of the system. Social
pressures produce polarization, and individuals either tend increasingly towards
moderation or extremism. The middle ground between the two polar extremes even-
tually vanishes.

Simulations indicate the effectiveness of sports programs when relationships
between groups have not seriously degenerated. But if animosity is already strong,
sports programs may actually worsen the situation by singling out participants and
creating distance between them and others in their own community.

It is possible for a divided population to have stable moderate and extremist fac-
tions in each group. But in some cases a very slight change in overall affinity can push
the system over the edge to become either all moderate or all extremist, depending on
the original configuration of the groups.

The degree of cohesion present in the society has significant influence on the
dynamics. Communities in which cohesion is weakened are vulnerable to polarization,
and are much more difficult to reach through community outreaches that target only a
portion of the population. Our study suggests the possibility that increased extremism
may be related to reduced social cohesion within groups, which Robert Putnam argues
in his book “Bowling Alone” [8] may occur due to changes in socialization associated
with modernization.
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Abstract. Friendship is a fundamental characteristic of human beings
and usually assumed to be reciprocal in nature. Despite this common
expectation, in reality, not all friendships by default are reciprocal nor
created equal. Here, we show that reciprocated friendships are more inti-
mate and they are substantially different from those that are not. We
examine the role of reciprocal ties in inducing more effective peer pressure
in a cooperative arrangements setting and find that the directionality of
friendship ties can significantly limit the ability to persuade others to act.
Specifically, we observe a higher behavioral change and more effective
peer-influence when subjects shared reciprocal ties with their peers com-
pared to sharing unilateral ones. Moreover, through spreading process
simulation, we find that although unilateral ties diffuse behaviors across
communities, reciprocal ties play more important role at the early stages
of the diffusion process.

Keywords: Social networks · Contagion · Adoption · Reciprocity

1 Introduction

Friendship is a fundamental characteristic of human relationships and individuals
generally presume it to be reciprocal in nature. Despite this common expecta-
tion [13], in reality not all friendships are reciprocal [13,15]. The implications of
friendships on an individual’s behavior depend as much on the identity of his
friends as on the quality of friendships [14]. Among qualities of a relationship,
reciprocity can substantially differentiate a friendship from many others. It is
reasonable to think that relationships that are reciprocated are substantially
different from those that are not [14].

Moreover, in recent years, peer-support programs are emerging as highly
effective and empowering ways to leverage peer influence to support behavioral
change [10]. One specific type of peer-support programs is the “buddy system,”
in which individuals are paired with another person (i.e., a buddy) who has the
responsibility to support their attempt to change their behavior. Such a system
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has been used to shape people’s behavior in various domains including smoking
cessation [19], weight loss [22], diabetes management or alcohol misuse [21].

Consequently, the need to understand the factors that impact the level of
influence individuals exert on one another is of great practical importance.
Recent studies have investigated how the effectiveness of peer influence is affected
by different social and structural network properties, such as clustering of ties [5],
similarity between social contacts [6], and the strength of ties [4]. However, how
the effectiveness of social influence is affected by the reciprocity and direction-
ality of friendship ties is still poorly understood.

When analyzing self-reported relationship surveys from several experiments,
we find that only about half of the friendships are reciprocal. These findings
suggest a profound inability of people to perceive friendship reciprocity, perhaps
because the possibility of non-reciprocal friendship challenges one’s self-image.

We further show that the asymmetry in friendship relationships has a large
effect on the ability of an individual to persuade others to change their behavior.
Moreover, we show that the effect of directionality is larger than the effect of
the self-reported strength of a friendship tie [4] and thus of the implied ‘social
capital’ of a relationship. Our experimental evidence comes through analysis
of a fitness and physical activity intervention, in which subjects were exposed
to different peer pressure mechanisms, and physical activity information was
collected passively by smartphones. In this experiment, we find that effective
behavioral change occurs when subjects share reciprocal ties, or when a unilateral
friendship tie exists from the person applying the peer pressure to the subject
receiving the pressure, but not when the friendship tie is from the subject to the
person applying peer pressure.

Our findings suggest that misperception of friendships’ character for the
majority of people may result in misallocation of efforts when trying to pro-
mote a behavioral change.

2 Results

2.1 Reciprocity and Intimacy

Despite the unique characteristics and importance of reciprocal friendships, reci-
procity is implicitly assumed in very many scientific studies of friendship net-
works: in their analysis they either mark two individuals as friends of each other,
or as not being friends. However, not all friendships are reciprocal, as we proceed
to demonstrate.

We analyze surveys that were used to determine the closeness of relationships
(i.e., friendships) among participants in the Friends and Family study. Each
participant in the study scored other participants on a 0−7 scale, where a score
of 0 meant that the participant was not familiar with the other, and 7 that the
participant was very close to the other.

The self-reported closeness scores were then used to build the friendship net-
work. Similar to [1], we considered only explicit friendship ties (closeness > 2).
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In this network, we consider a friendship tie to be “reciprocal” when both partic-
ipants identify each other as friends. Alternatively, the tie is “unilateral” when
only one of the participants identifies the other as a friend. Figure 1 depicts
the resulting network which consists of 122 nodes and 698 edges (i.e., explicit
friendships), of which 315 are reciprocal (i.e., 45 %) and 383 are unilateral
(i.e., 55 %). Surprisingly, more than half of the participants’ friendship ties are
not reciprocated, which indicates the non-intuitive observation that people are
very vulnerable to misjudging their friendship relationships and implies that
people are unable to perceive reciprocity [2].

We find this result to be consistent across many self-reported friendship net-
works that we have analyzed: only 45 % (315 out of 698) of friendships are recip-
rocal in the Friends and Family dataset [1], 34 % (28 out of 82) in the Reality
Mining dataset [9], 35 % (555 out of 1596) in the Social Evolution dataset [16],
and 49 % (102 out of 208) in the Strongest Ties dataset [20]. The first three
surveys were collected at an American university, and the fourth at a European
university.

Similarly, a previous study [23] in which adolescents were asked to nominate
at most 10 of their best school friends (5 male and 5 female) found that only
64 % of the reported friendships were indeed reciprocal. Our findings reinforce
this finding by investigating multiple datasets from two continents, and by using
complete nomination networks (in which each participant is asked about every
other participant), resulting in an even more prominent lack of reciprocity.

Finally, analyzing the closeness scores associated with the two types of ties in
the Friends and Family friendship network reveals that participants that share a
reciprocal friendship tend to score each other higher (on average) when compared
to participants that share unilateral friendship. More specifically, the average
closeness score of reciprocal ties (4.7) is almost one point higher than the average
score of unilateral ties (3.9) and the difference is statistically significant (two-
sample T-test p < 0.0001).

2.2 Induced Peer Pressure

Social scientists have long suspected that reciprocal friendships are more inti-
mate, provide higher emotional support, and form a superior resource of social
capital when compared to those that are not reciprocated. This holds whether or
not any party of the dyad is aware of the status of reciprocity embedded in their
relationships [23]. However, we hypothesize that ‘reciprocity’ and ‘directionality’
of friendships may be critical factors in promoting peer influence, beyond the
mere effect of the total tie ‘strength’ bound up in the relationship.

To support our hypothesis, we investigate the FunFit experiment – a fitness
and physical activity experimental intervention – conducted within the Friends
and Family study population during October to December of 2010. The exper-
iment was presented to participants as a wellness game to help them increase
their daily activity levels. Subjects received an ‘activity app’ for their mobile
phone which passively collected their physical activity data and showed the par-
ticipants how their activity level had changed relative to their previous activity
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Fig. 1. Subfigure A depicts the undirected friendship nomination graph in the Friends
and Family study, where nodes represent participants and edges represent friendship
ties. Subfigure B shows the distribution of closeness scores for reciprocal and unilat-
eral ties. ECDF and KDE of closeness scores are computed separately for unilateral
ties (dashed line) and reciprocal ties (solid line) (Color figure online).

level, and the amount of money they had earned by being more active. 108 out of
the 123 active Friends and Family subjects at that time elected to participate and
were allocated into three experimental conditions, allowing us to isolate different
incentive mechanisms varying monetary reward, the value of social information,
and social pressure/influence:

– Control: subjects were shown their own progress and were given a monetary
reward based on their own progress in increasing physical activity relative to
the previous week.

– Peer See: subjects were shown their own progress and the progress of two
“buddies” in the same experimental group, and were given a monetary reward
based on their own progress in increasing physical activity relative to the
previous week.

– Peer Reward: subjects were shown their own progress and the progress of
two “buddies” in the same experimental group, but their rewards depended
only on the progress of the two “buddies”. This condition realizes a social
mechanism based on inducing peer-to-peer interactions and peer pressure [18].

However, for the purpose of our analysis in this section, we combine the samples
from the two peer pressure treatments, as we are interested in peer pressure
regardless of the incentive structure, and omit the control group.

During the initial 23 days of the experiment (Oct 5 – Oct 27), denoted as P1,
the baseline activity levels of the subjects were collected. The actual intervention
period is denoted as P2. During the intervention period, the subjects were given
feedback on their performance in the form of a monetary reward. The monetary
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reward was calculated as a function of the subject’s activity data relative to the
previous week and was divided according to the subject’s experimental condition
(i.e., Peer See and Peer Reward). Note that the physical activity was measured
passively by logging the smartphone accelerometer (as opposed to self-reported
surveys) and the game was not designed as a competition, every subject had
the potential to earn the maximal reward. A previously non-active participant
could gain the same reward as a highly active one, while the highly active person
would need to work harder.

The results in [1] show that the two social conditions (i.e. Peer See and Peer
Reward) do significantly better than the control group. Furthermore, the results
suggest that there is a complex contagion effect [7], due to the reinforcement
of the behavior from multiple social contacts [5,7], related to pre-existing social
ties between participants. Our analysis here focuses on the role of reciprocity
and directionality of friendship ties in this contagion process.

In order to investigate the role of reciprocity and directionality of friend-
ship ties in the contagion process, we performed a regression analysis in which
the dependent variable was the change in physical activity between the post-
intervention phase and the pre-intervention phase (i.e., the average daily physical
activity in P2 divided by the average daily physical activity in P1).

For our study, we refer to a participant whose behavior is being analyzed
as “ego”, and participants connected to the ego (i.e., experimental “buddies”)
are referred to as “alters”. Because friendship nominations are directional, we
studied the three possible types of friendships (from the prospective of the ego)
as independent variables: an “ego perceived friend”, in which an alter identifies
an ego as a friend (i.e., incoming tie); an “alter perceived friend” in which an
ego identifies an alter as a friend (i.e., outgoing tie); and a “reciprocal friend,”
in which the identification is bidirectional (i.e., reciprocal tie). Finally, we also
included the tie strength (i.e., the sum of the closeness scores between an ego and
his or her alters) as a control variable, which has been previously investigated
as a moderator of the effect of social influence [4].

Figure 2 reports the effects found in our regression analysis (recall that the
dependent variable in our model is the change in activity for the egos). We
find that the reciprocity and directionality of a friendship have an effect on the
amount of induced peer pressure, and these effects are much larger than the total
tie strength.

The strongest effect for both treatment groups (N = 76) in this study was
found for the reciprocal factor (p < 0.01) even when controlling over the strength
of the tie (the tie strength is weakly significant p = 0.07). That is, alters in
reciprocal friendships have more of an effect on the ego than alters in other
types of friendships.

Interestingly, when the ego was perceived as a friend by the alters (i.e., incom-
ing edges from the alters to the ego), the effect was also found to be positive
and significant (p < 0.05). On the other hand, no statistically significant effect
was found when the alters were perceived as friends by the ego (i.e., outgoing
edges from the ego to the alters). Therefore, the amount of influence exerted by
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Fig. 2. Change in physical activity under experiment conditions shows that the type of
friendship is relevant to the effectiveness of the induced peer pressure. The plot shows
the mean effect size of the covariates (solid circles) and the 95 % confidence intervals
(bars) (Color figure online).

individuals on their peers in unilateral friendship ties seems to be dependent on
the direction of the friendship.

Unlike previous works on social contagion effects [8,11], which were con-
ducted without peer-to-peer incentives, we find that influence does not flow
from nominated alter to nominating ego. Surprisingly, alter’s perception of ego
as a friend would increase alter’s ability to influence ego’s behavior when ego
does not reciprocate the friendship. We attribute this difference to the fact that
there is a peer-to-peer incentive mechanism, and therefore there are likely to be
differences in communication when the alters believe the ego to be their friend
versus when they do not.

2.3 Reciprocity and Global Adoption

In order to understand the effect of reciprocal ties on global behavior adop-
tion, we experimented with a variation of the classic epidemic spreading model,
Susceptive-Infected (SI) model. We refer to this variant as the Bi-Directional
Susceptive-Infected (BDSI) model. Unlike the classic SI in which behavior is
transmitted along edges with a constant probability, the proposed BDSI model
considers the direction in which behaviors can be transmitted with different
probabilities based on the direction and type of edges – i.e. prec for reciprocal
edges and p+/p− for the two possible directions of unilateral edges.

In order to observe the effects of reciprocal edges on diffusion, we employ
an edge percolation process in which we measure the coverage (i.e., number of
infected nodes), denoted by Z, and time to infect, denoted by T , when removing
reciprocal and unilateral edges successively (i.e., perturbation F ). That is, F
is the percentage of edges removed in perturbation. We find the nature of the
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Fig. 3. Subfigure A demonstrates the effect of perturbation on the coverage and speed
of adoption. Subfigure B illustrates how the coverage and speed decay faster when
removing reciprocal edges in comparison with unilateral edges (Color figure online).

simulation results are qualitatively independent of the choice of prec, p+ and p−
given that prec ≥ p+ ≥ p−.

Figure 3 shows the behavior adoption coverage when simulating the BDSI
model on the self-reported friendship network from the Friends and Family
dataset. As can be seen in the figure, the coverage Z decays much faster when
removing reciprocal edges (left figure) compared with removing the same amount
of unilateral edges (right figure). Moreover, the difference in coverage ΔZ is
affected remarkably by the removal of reciprocal edges most notably in the early
stages of the diffusion process (e.g., T ∈ [5, 10]). This can be attributed to the
rapid diffusion within a single community through reciprocal edges, correspond-
ing to fast increases in the number of infected users in early stages of the diffusion
process, followed by plateaus, corresponding to time intervals during which no
new nodes are infected the behavior escapes the community (i.e., through the
strength of weak tie [12]) to the rest of the network through unilateral edges.
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3 Future Work & Discussion

In this paper we have demonstrated the important role that reciprocity and direc-
tionality of friendship ties play in inducing effective social persuasion. We have
also shown that the majority of individuals have difficulty in judging the reci-
procity and directionality of their friendship ties (i.e., how others perceive them),
and that this can be a major limiting factor for the success of cooperative
arrangements such as peer-support programs. Finally, through spreading process
simulation, the experimental results highlight the important role that reciprocal
ties play in the spreading of behaviors at the early stages of the process.

Previous studies have found that people tend to adopt the behaviors of peers
that they are passively exposed to, with the explicit self-reported friends and
intimate social acquaintances playing a peripheral role (e.g., [5,17]). Other stud-
ies have shown that passive exposures to peer behavior can increase the chances
of becoming obese [8,17], registering for a health forum Web site [5], signing up
for an Internet-based diet diary [6], or adopting computer applications [3]. How-
ever, our results suggest a fundamental difference between how social learning
(i.e., passive exposure) and social persuasion (i.e., active engagement) spread
behaviors from one person to another.

The findings of this paper have significant consequences for designing inter-
ventions that seek to harness social influence for collective action. This paper also
has significant implications for research into peer pressure, social influence, and
information diffusion as these studies have typically assumed undirected (recip-
rocal) friendship networks, and may have missed the role that the directionality
of friendship ties plays in social influence.
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Abstract. What is the relationship between an individual’s values and
their propensity to trust other people? To explore this question, we built
decision trees on the microdata provided by the World Value’s Survey. Our
findings confirm the extant literature while also hinting at cultural hetero-
geneity. We propose that studying nationally-specific decision trees based
on survey data allows for easy-to-intuit representations of complex social
problems. Moreover, for the sake of pragmatism, decision trees developed
in this manner offer researchers a good tool in terms of cost-to-benefits.

1 Introduction

Social theorists have long documented the role of trust in social stability. Trust,
a form of social capital, affords the opportunity for cooperation and collective
action (Coleman 1990). By contrast, with distrust comes disunity, and all the
maladies entailed (Putnam et al. 1994). This motivates a simple research ques-
tion: why are some people trusting, and others not? The answer – accounting
for the drivers of individual-level trust – allows the researcher to understand
cultural-level problems.

At the psychological level, there is evidence of universal cognitive structures
which relate identifiable personal values to one another (Schwartz 1992). But, the
very recognition of cultural variation suggests group-level, sociological effects. To
a computational social scientist, methodological individualism demands account-
ing for agents, with local experiences and information processing (Cioffi-Revilla
2013). The assumption is that the cultural variation emerges from the struc-
tural variations which pattern individual interactions. Recognizing this, we first
explore the relationship between individual values – and, the effect of different
values on trust – within a set of cultures. The larger goal is to develop an agent-
based model of trust. Instead of reporting the larger (in-progress) findings, this
paper documents how inferred decision trees allow for pragmatic preliminary
analysis. That is, the tools of machine learning rapidly identify important fea-
tures of the data and hint as to possible behavior, which informs subsequent
theorizing and development.

2 Background

In human psychology, some needs are more important than others (Maslow 1943).
According to Schwartz (1992), expressed values similarly form a hierarchy, as they
c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 42–50, 2016.
DOI: 10.1007/978-3-319-39931-7 5
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are directly related to needs. Expounding, values are beliefs which motivate
behavior. Contrast this to a belief that something is or is not true, but is other-
wise disconnected from motive. Values drive and justify behavior whereas beliefs
express general expectations.

Trust appears to be a mixture of basic values, in particular, honesty, fairness,
and benevolence. Yet, there are broadly two kinds of social trust: trust in institu-
tions, and trust in individuals. Critically, they may be antagonistic. A person who
values conformity and tradition – that is, assigns this concept high importance in
their value system – tends to trust institutions. Whereas, a person who values
autonomy and responsibility tends to trust in individuals (Devos et al. 2002).

Scholars often rely upon surveys to characterize the relationships between
expressed values. Particularly tailored to this task is the World Values Survey
(WVS), which surveys individual values across time and space (World Values
Survey Association 2016). At the time of writing, the six WVS waves (i.e. survey
periods) span 192 countries and 34 years. These are microdata, with each record
reporting the responses of a single individual. On a per-country basis, there are
typically thousands of records (i.e. individuals surveyed).

Using the WVS, Tausch (2015) finds two dimensions which explain the vari-
ation in human values well. The first dimension is that of “traditional vs secular-
rational” values; the second, “survival vs self-expression.” Further demonstrating
the prior art in modeling trust, both Jen et al. (2010) and Morselli et al. (2012)
use the same data to find support for a link between trust and individual health,
while also testing Schartz’s theory.

3 Methodology

During preliminary investigation, there are benefits to rapid development and
exploration. For reasons detailed in the later discussion, this motivated the use
of decision tree learning. A variety of tree inference algorithms exist (Mitchell
1997, Ch 3). We chose the well-tested and popular scikit-learn Python package
(Pedregosa et al. 2011), which implements a decision tree classifier that uses an
optimized version of the CART algorithm1.

Succinctly, CART performs a search over attributes when assembling trees.
At each stage, the attribute selected as the next node is the one that best parti-
tions the space of examples with respect to the target variable. Here, best means
that, by performing the candidate split, the resulting sets are more “pure.” As
the purity criteria, the algorithm uses entropy, defined as:

H(X) = −
n∑

i=1

p(xi) logb p(xi)

where xi is the observed frequency of an outcome over the discrete random
variable, X. Intuitively, the more uniform the observed frequencies, the less pure
1 The open-source tool built and used to generate the trees is available at https://

bitbucket.org/johnnybjorn/wvstreeview. It provides an IPython notebook GUI
interface to the underlying WVS data.

https://bitbucket.org/johnnybjorn/wvstreeview
https://bitbucket.org/johnnybjorn/wvstreeview
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it is (i.e. the entropy is greater). For example, <10, 10, 10> has more entropy
than <20, 5, 5>. In the context selecting an attribute, the best node is the one
gives the greatest information gain (i.e. Kullback–Leibler divergence):

argmax
θ

= H(X) − H(X | θ)

Note, this is a greedy heuristic. Conceivably, something like beam search –
which operates over sets of nodes at a time, rather than single ones – would
perform better. However, in practice, information gain is a good and performant
heuristic (Mitchell 1997, Ch. 3).

4 Results

To show the usefulness of this methodology, four countries from Wave 6 (2010–
2014) of the World Value Survey serve as examples: Germany, India, Morocco,
and United States2. Figure 1 shows the macro-level variation in trust (V24)3.
It plots the proportion of people answering the question most “people can be
trusted” affirmatively by country. The opposing response corresponds to “you
need to be very careful.”

Fig. 1. Trust in others by example country

The cultural map of the world (Inglehart and Welzel 2005) inspired this
selection of countries, an illustrative coverage over the reported abstract regions.
Said differently, the examples draw from different regions in Tausch’s (2015)
two-dimensional space. The trees explained in the examples below analyze the
with-incountry variance over the same question.

2 These examples are not cherry-picked. India, Germany, and the US were targets of a
larger effort, and thus drove our interest. Morocco was subsequently added to better
cover the cultural map for this paper.

3 WVS variable names documented in parentheses.
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4.1 WVS Wave 6, Germany

Figure 2 portrays the decision tree emitted for Germany over the World Value
Survey’s 6th wave. Below each node, the plot describes the proportion of peo-
ple answering that they trust others. Next to this number is n, the number of
respondents which exist at this point in the tree traversal.

0.338 (n=400)0.53 (n=1146)

V238: Social class (subjective)

0.48 (n=1546)

0.163 (n=319)0.348 (n=181)

V110: Confidence: The press

0.23 (n=500)

V23: Satisfaction with your life

0.419 (n=2046)
dissatisfied

confident upper-middle or above

Fig. 2. Germany decision tree

This decision tree has an ROC/AUC score of 0.64. ROC/AUC is the Area
Under the Curve (AUC) for the Receiver Operating Characteristic (ROC). The
ROC plots the true positive rate as a function of the false positive rate. A
classifier that performs no better than random would have a AUC/ROC of 0.5,
illustrated by a diagonal line. More intuitively, assume you applied your classifier
to one random negative and one random positive example. The AUC/ROC mea-
sures the probability that the positive example ranks higher than the negative
one, according to some ranking function4.

Here, the root node partitions the space with respect to “satisfaction with
your life” (V23). Respondents answering ‘dissatisfied’ fall to the left; those satis-
fied fall to the right5. Those satisfied are twice as likely to answer, “most people
can be trusted” (i.e. 0.48 : 0.23).

The left child of the root then splits the set over confidence in the
press (V110). Of the set remaining, those who are confident in the press
are about two times more likely to express trust in most people than
those who are not. The right child of the root splits the set over sub-
jective social class, with {Upper,Upper-Middle} branching on one side and
{Lower,Working,Lower-Middle} on the other. Those belonging to a higher social
class are approximately 50-percent more likely to be trusting than those from
the lower classes.

4 This assumes a function with a real-valued codomain. A decision tree produces a
binary response. However, mapping the proportion of ‘yes’ to ‘no’ responses in each
node allows for computation of AUC/ROC.

5 Actually, respondents answer on a scale of 1–10, dissatisfied-satisfied. In this case,
the decision tree implicitly dichotomized the space according to x ≤ 5. This is a safe
operation over the ordinal values, which are common in WVS.
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4.2 WVS Wave 6, India

For India, the inferred decision tree (Fig. 3), has an ROC/AUC of 0.661. The
root of the tree partitions responses by respect for immigrants. Variable V46
prompts, “when jobs are scarce, employers should give priority to people of this
country over immigrants.” Those who disagree (branching to the right) are more
trusting. They are a bit more than twice as likely to answer “most people can be
trusted” than those who either agree or don’t respond to the original prompt.

0.283 (n=46)0.734 (n=143)

VOICE: Emancipative Values-4: Voice sub-index

0.624 (n=189)

0.222 (n=860)0.398 (n=532)

V159: Social position: People in their 70s

0.29 (n=1392)

V46: When jobs are scarce, employers should give priority to people of this country over immigrants.

0.33 (n=1581)
agree or neither

low position important

Fig. 3. India decision tree

Traversing the tree down to the left-child of the root, a prompt captures a
mixture of respect for authority and traditional values in asking, what is the
social position of people in their 70’s (V159). Those who believe this cohort
has a low position in society are a bit less than twice as likely to trust people
than those who lack such respect. On the right-branching child of the root,
a compound index which captures the degree to which freedom of expression
matters partitions the space (VOICE). Those who value freedom of expression
are approximately 2.5 times more likely to trust other people than those who
do not.

4.3 WVS Wave 6, Morocco

The decision tree for Morocco (Fig. 4) achieved an ROC/AUC of 0.658. The root
of the tree partitions by the prompt, “how much respect is there for individual
human rights nowadays in this country” (V142). Those who believe there is a
great deal of respect are about five times more likely to trust other people than
everyone else.

Following the leftward path – those who believe there is a great deal of
respect – the child node then decides on the basis of “people over 70 are viewed
with respect” (V163). Respondents answering less affirmatively are approxi-
mately 3.5 times more likely to trust than those who answer “very likely to
be viewed that way.” On the right branch of the root, political party member-
ship (V29) discriminates. Those who do not engage in politics by means of party
membership are less trusting than those who at least are party members, even
if they are inactive.
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0.423 (n=26)0.087 (n=1084)

V29: Active/Inactive membership: Political party

0.095 (n=1110)

0.194 (n=36)0.667 (n=54)

V163: People over 70: viewed with respect

0.478 (n=90)

V142: How much respect is there for individual human rights nowadays in this country

0.123 (n=1200)
a lot

no non-member

Fig. 4. Morocco decision tree

4.4 WVS Wave 6, US

The tree for the United States achieved an AUC/ROC of 0.667. The root node
(Fig. 5) discriminates based on the respondents trust or distrust of secular insti-
tutions (SKEPTICISM). Those who mostly trust these institutions – the courts,
the army, and the police – are twice as likely to trust individuals than those who
do not.

For those that do trust secular institutions (left branch), neighborhood secu-
rity (V170) is the next discriminating factor. Those who feel very secure in their
neighborhoods are roughly 50 % more likely to trust individuals than everyone
else. On the right child of the root, satisfaction with the household’s financial sit-
uation partitions the space (V59). Those who satisfied are approximately twice
as likely to trust compared to those dissatisfied.

0.324 (n=528)0.147 (n=408)

V59: Satisfaction with financial situation of household

0.247 (n=936)

0.402 (n=858)0.612 (n=438)

V170: Secure in neighborhood

0.473 (n=1296)

SCEPTICISM: Overall Secular Values-4: Scepticism index

0.378 (n=2232)
high secular

secure dissatisfied

Fig. 5. US decision tree

5 Discussion

5.1 Stylized Facts

The emitted decision trees comport to the expectations of the extant litera-
ture. Categorizing the node according to Tausch (2015)’s space is subjective,
but does not stretch credulity. Looking at the decision trees, many stylized facts
are apparent. The following examples are a small sample of those available.

The root node for the US tree – that is, the most discriminatory node, accord-
ing to information gain – splits based on whether the respondent trusts in sec-
ular institutions. This aligns well with the idea that, among Western nations,
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America is markedly religious (Pew Research Center 2011). Those who are reli-
gious (traditional) tend to devalue the secular. As theorized in the literature,
institutional trust and social trust are different things. But, in the US, they are
more closely correlated than in other countries – so much so that it was not a
selected variable in any of the other trees6.

The root node for Morocco is almost counter-intuitive. As per the world
culture map, Moroccans emphasize traditional and survival values. Yet, the tree
learner selected a question that concerns respect for individual rights. However,
given the type of data – microdata survey – this makes sense. If you are in
the minority of people who value individual rights, such a value must especially
important. Therefore, given the hierarchical structure of values, your propensity
to trust is likely to be high. In the context of the decision tree, this split is likely
to result in relatively pure subsets.

The case of India is particularly interesting. The root node splits those who
favor their in-group (i.e. not immigrants) when economic opportunity is scarce.
This may obliquely capture elements of xenophobia, but it should also reflect
a high-value on traditionalism. Given the realities of a country with rich eth-
nic/racial heterogeneity and a high population growth rate, this seems to be a
critical survey question. And, the decision tree learner uncovered the importance
immediately.

Finally, the case of Germany provides evidence for frequent assertion: in
general, the more satisfied you are, the greater your propensity to trust. The
between-country comparisons for trust reflect the plausibility of the same asser-
tion – richer countries are more trusting. From a classic hierarchy of needs
perspective this makes sense. Higher level needs such as esteem and self-
actualization rise to the top, given met lower-level needs (Maslow 1943). In
service of these needs, the individual places a heavy weight on autonomy, which
emphasizes the role of trust.

5.2 Decision Trees and Exploratory Analysis

The results of this exploration adds to the evidence in favor of extant theories
on trust and values. Yet, the design is not especially novel. The literature is
replete with studies that use the same data to arrive at similar conclusions by
means of different methods. Consequently, the reported results do not add much
weight to the scales of evidence. However, the use of decision tree learning as a
exploratory tool proved especially pragmatic.

The algorithms for inferring decision trees are fast and robust. As a con-
sequence, we were able to design an IPython (Pérez and Granger 2007) inter-
face that ran analyses in real-time, given modeler input. This allowed for on-
demand country/wave-specific runs. In the context of trust, this is important
6 We dropped highly-correlated trust variables during the data cleaning phase. Par-

tially, this required reading the code book and striking variables that interrogated
trust with an alternate wording. But, as a backup, the software calculated corre-
lations. We retained the SCEPTICISM variable after observing a correlation lower
than expected.
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for discovery. Between-country differences in trust dwarf within-country ones
(Inglehart and Welzel 2010). Said differently, between-country differences explain
more variance. But, these drivers are more sociological. Assuming an interest in
psychological drivers, the within-country factors are more relevant.

Ignoring performant computation, the emitted trees are easy to interpret.
This matters for the modeler, for whom time binds inelastically. Compare the
visual portrayal of a decision tree to the tabular output of something like a
logistic regression. The latter requires effort interpreting explained variance to
deduce relative importance of each factor. In the decision tree, the nodes loca-
tion portrays this information quickly. And, this ignores the costs of the more
expensive operation – pruning the factors included in the regression to combat
the problem of collinearity. The decision tree is self-pruning by the nature of the
inference algorithm. Given collinearity, the selected node makes the collinear one
unimportant from an information gain perspective. It simply drops out of the
analysis, without any numerical issues.

Of course, an experienced researcher may find cause for concern in this
methodology. It is positivist to the point of being a-theoretical. And, given the
opportunity of point-and-click analysis, it is easy to find results that are seem
novel but are truly arbitrary. This is true, and it warrants caution. But, as a tool
for preliminary analysis, it strikes a good balance. In any early-stage research
project, there is a period of pure exploration. The researcher becomes more
familiar with the data by forming expectations and testing them. When done
in a perfunctory manner, this process is prone to error. Consequently, cursory
tests are less decisive than they could be, so clarity emerges slowly. Given the
robustness and obviousness of decision trees, such tests over expectations are
more robust. And, assuming commensurate effort or time, it should leave the
researcher with more a refined understanding of the target system.

6 Conclusion

Research is messy; fraught with dead ends; and, riddled with bad paths. Decision
trees allow for pragmatic exploration. As familiarity with the problem domain
increases, such a tool may cease to be useful. But, during the early stages, it
allows for parsimonious explanations while favoring large effects. That is stable
ground upon which to build.

We used a decision tree learner to explore the question of how individuals’
values affect their propensity to trust. From this exploration, we validated the
extant literature. That is, using a different methodology, we generated evidence
in agreement with the prior theory. Moreover, the trees made country-specific
factors immediately salient. Perhaps, these factors would not surprise a cultural
anthropologist with domain expertise on the specific country. But, they are easy
to miss when generalizing over all countries at once, in deference to methodolog-
ical convenience. With decision trees, the data acts as a tour guide, allowing for
a more nuanced perspective, even in absence of domain expertise. Consequently,
they grant the modeler a more intimate understanding of the problem.
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Abstract. With the increasing usage of smartphones, there is a corresponding
increase in the phone metadata generated by individuals using these devices.
Managing the privacy of personal information on these devices can be a com-
plex task. Recent research has suggested the use of social and behavioral data
for automatically recommending privacy settings. This paper is the first effort to
connect users’ phone use metadata with their privacy attitudes. Based on a
10-week long field study involving phone metadata collection via an app, and a
survey on privacy attitudes, we report that an analysis of cell phone metadata
may reveal vital clues to a person’s privacy attitudes. Specifically, a predictive
model based on phone usage metadata significantly outperforms a comparable
personality features-based model in predicting individual privacy attitudes. The
results motivate a newer direction of automatically inferring a user’s privacy
attitudes by looking at their phone usage characteristics.

Keywords: Privacy attitudes � Social signals � Phone metadata � Call logs

1 Introduction

Recent results have pointed to a significant awareness of the dangers of sharing
information and pictures on social networking sites (SNSs), and young adults today are
careful about constructing identity and online information disclosure [6, 7]. However,
the fact that a number of interactions happen over smartphones which constantly
receive and send out data signals containing personal information often slips under the
radar [17, 21, 22]. Enormous amounts of personal data are being captured from user’s
smartphones to personalize user requirements however, there is little work done to
understand how this mobile metadata (particularly call logs,) can be used to build
personalized privacy settings for users. In this paper, we propose pivoting the use of
phone metadata (particularly call logs) to allow users to utilize their own data to obtain
personalized privacy recommendations.

As a first step toward this goal, we test the ability of an individuals’ phone metadata
to predict user’s privacy attitudes. Once established, such interconnections could be
used to automatically define user’s privacy settings without the need for manual sur-
veys or weaving through complicated choices.

This paper makes two important contributions.
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1. Motivates and grounds the use of phone metadata as a method of assessing user
privacy needs.

2. Lays the groundwork for building automated models that define user’s privacy
attitudes, without the need for explicit surveys.

2 Related Work

We focus the presentation of related work on research projects that discuss information
sharing within and outside communities and their impact on privacy attitudes. As more
and more aspects of human life get mediated by mobile phones, a quick and easy way
to identify privacy attitudes for users may be useful to suggest default settings and
configurations in a variety of applications and scenarios faced by the user. However, in
order to effectively suggest such settings and configurations, it is important to gain an
understanding of an individual’s privacy attitudes.

There have been several attempts to define privacy attitudes. In a systematic dis-
cussion of the different notions of privacy Introna and Poloudi (1999) developed a
framework of principles that explored the interrelations of interests and values for
various stakeholders where privacy concerns have risen. The central idea around an
individual’s privacy attitude is the desire to keep personal information out of the hands
of others, along with the ability to connect with others without interference. In this
context, concern for privacy is a subjective measure—one that varies from individual to
individual based on that person’s own perceptions and values. In other words, different
people have different levels of concern about their own privacy [18].

However, a concern for privacy does not translate into similar behavior. Previous
research [1, 2, 27] has explored the dichotomy that exists between concerns about
privacy and actual behaviors exhibited by individuals. The focus of this study is to
understand the attitude and concerns of individuals towards privacy and how these
concerns influence (or are influenced by) their real-world social behavior.

While there exist a number of studies to measure privacy attitudes and behaviors in
online interactions, [1, 27, 30], we wanted to get a sense of privacy attitudes in both
online and offline behaviors. Therefore we use the Westin’s [32–38] studies to gain a
holistic understanding of privacy concerns exhibited by individuals’. While there have
been multiple recent efforts toward building newer measures of privacy, [1, 2, 7]
Westin’s work remains one of the most comprehensive approaches towards obtaining a
well-rounded understanding of privacy attitudes exhibited by an individual. This paper
uses the Privacy Segmentation Index [38] that categorizes individuals’ into one of three
categories based on their levels of privacy concerns:

• Fundamentalists: who feel very strongly about privacy and grant it an especially
high value

• Pragmatists: who also have strong feelings about privacy but can also see the
benefits from surrendering privacy in situations where they believe care is taken to
prevent the misuse of this information; and

• Unconcerned: those who have no real concerns about privacy or about how other
people and organizations are using information about them.
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Previous research has explored various methods for improving the understanding of
complex privacy settings [14, 23, 31] in SNSs. A recent study automatically generates
privacy settings for any images uploaded by the user [25]; another study describes a
privacy wizard for SNSs that describes a particular user’s privacy preferences based on
a limited amount of user input [15]. While this research work can help in preserving
privacy in online SNSs, there is a gap in the literature around using cell phone metadata
to generate automated privacy settings for individuals. Our research focuses on using
this cellphone metadata as a predictor of an individual’s privacy attitudes.

3 Study Undertaken

We adopt the Privacy Segmentation Index (PSI) to gain an understanding of privacy
attitudes displayed by individuals. This survey consisted of statements designed to
measure levels of concern about personal information disclosed by individuals to
companies or businesses and their concerns about whether their information was being
protected or not. Each of these questions required responses on a 4-point scale ranging
from strongly disagree to strongly agree and individuals were classified as Funda-
mentalists, Pragmatists or Unconcerned based on their responses.

Participants for this study were recruited from Rutgers University, New Brunswick.
During the study, participants were invited to the study site to read and sign the consent
form and fill out an online survey. The survey consisted of the Privacy Segmentation
Index [38], and demographic questions (e.g. gender, age). While the participants
completed the survey, they were asked to install the study client on their phones. The
study client collected call logs, sms logs, and location logs, over a 10 week study
period. Cellphone metadata collected by the study client and the participant answers to
the privacy attitude and behavior surveys were analyzed to test multiple hypotheses.
A total of 53 participants completed the study i.e. installed the study client app and
completed the privacy survey. Of these 31 (59 %) were men and 18 (34 %) were
women (demographic data was unavailable for three participants). The majority of
participants were undergraduates between the ages of 18–21 years.

Based on the information collected from this app we defined a set of features that
will allow us to explore relationships between mobile phone interactions and privacy
attitudes. Below are the variables and their definitions:

Privacy of user data was of utmost priority throughout this project. All data were
secured and protected at standards applied to medical metadata. All metadata captured
by the study clients was required to be no more detailed than those employed by
typically installed apps like the Gmail and Instagram. The participants had the option to
opt out of the studies at any time. The eventual goal is to design privacy apps that
‘learn’ user preferences over a short period of time (e.g. weeks) and can recommend
privacy settings even after they stop receiving the data. Also, though outside the scope
of the current work, the eventual privacy app coming out of this research project will be
extended to run under the OpenPDS framework [17, 21]. OpenPDS (an open source
personal data source) keeps personal data in the cloud under the purview of an indi-
vidual user rather than the third parties like Google or Facebook.

Predicting Privacy Attitudes Using Phone Metadata 53



Given that this is the first study to connect mobile phone metadata with privacy
attitudes, we have adopted a multi-stage approach. We first tested multiple hypotheses
based on existing literature connecting social behavior and privacy attitudes. We found
multiple hypotheses to hold and significant associations between phone signals and
privacy attitudes. This motivated the second stage of analysis where multiple features
were combined into unified prediction models. The validation at each stage, yielded
better confidence and interpretability for the next phase.

4 Hypotheses Testing

Existing studies [2, 13, 26] show maintaining privacy is a strong factor in determining
how users present themselves and hence exerts an influence on their social interactions.
For our study, we used the number of calls made by individuals over the period of
study to determine their level of interaction. Past research has analyzed privacy and
interaction on SNSs and has explored the relationship between privacy concerns and
actual behavior on SNSs. For example, Acquisti and Gross (2006) found that one’s
privacy concerns were a weak predictor of the use of social network sites [1]. Based on
these studies, we attempt to understand the relationships between greater phone
interactions and privacy attitudes. We expect our study to show a negative relationship
between number of calls and privacy attitudes.

H1: Higher call count is associated with a lower concern for privacy
H2: Longer time spent on calls is associated with a lower concern for privacy

Previous research [4, 8, 10] has shown the importance of maintaining social ties in
today’s world. Online SNSs support both the maintenance of existing social ties and the
formation of new connections. While online social network sites offer an attractive
means for interaction and communication, they also raise privacy and security con-
cerns. Researchers [2, 12, 29] agree that maintaining these social networks require
disclosure of personal information and encourage the sharing of information. Along
with online social networks, phone calls are also a popular way to stay in touch. As the
number of mobile phone users’ increase, more and more information will be shared
over phone calls. Individuals receive a number of phone calls outside of their network
or known “friends and families” in a given day. These calls could be from marketing
agencies, credit card sellers or even phishing, where criminals try to gain sensitive
personal information using fraudulent means. In such a scenario, we believe that people
who are highly concerned about their privacy would only respond to calls from within
their network. Therefore, we hypothesize that a higher call response rate indicates a
lower concern for privacy.

H3: Higher call response rate is associated with a lower concern for privacy.
H4: Higher missed call rate is associated with a higher concern for privacy.

The creation and maintenance of relationships is one of the chief motivations for an
individuals’ use of SNSs [1, 6]. Studies of the first popular social networking site,
Friendster, [5, 11] describe how members create their profile with the intention of
communicating news about themselves to others. The structure of these online social
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networks allows for the same information to be shared between close friends, strangers
or acquaintances [1]. As newer contacts are included within an existing social network,
there is more personal information shared within the network. Therefore, we hypoth-
esize that people who have high privacy concerns will not readily initiate newer
contacts. That is, a higher number of new contacts in a network indicates a lower
concern for privacy.

H5: Higher number of new contacts initiated is associated with a lower concern
for privacy.

Based on the data captured in this study, we tested the above-mentioned hypotheses,
operationalized each based on the features defined in Table 1 and undertook Pearson’s
correlation analysis. As shown in Table 2, we found hypothesis H3, H4 and H5 to be
statistically significant in the expected direction and H1, and H2 to be non-significant.

Demographic analysis of the data also provided some interesting insights.
Descriptive analyses of data from this study shows that while both males and females
are concerned with data sharing, females tended to have a slightly higher concern for
privacy with 60 % females receiving a “very concerned” privacy score on Westin’s
Index while only 54 % males received the same score. We had a diverse sample in
terms of race and income groups with representations from Asian Americans, African
Americans, Latino, and White populations. There were no significant variations in
privacy attitudes across race and income groups.

Table 1. Variables used in the study

Variable Name Definition

Privacy Concern
(Output Variable)

Score as determined by responses to Westin’s Privacy
Segmentation Index. Scores for each question on a Likert
Scale of 1–4 were added together to get a combined Privacy
Concern Score.

Call Count n(Calls)
Total number of calls received or made by participants in
the duration of the study

Call Duration
P

(time spent on calls)
Sum of time spent on all calls received or made in the
duration of this study

Missed Call Rate (Number of missed calls / Call Count) * 100
This is percentage of calls missed (not answered) by the
participant.

Call Response Rate (Number of responded missed calls/
Number of missed calls) * 100
Where “responded missed calls” are those which were
returned within 1 h of the missed call.

Number of New Contacts in
Outgoing calls

This variable is defined as the number of calls made to new
contacts; i.e. contacts that were not seen in the initial four
weeks of the study but calls were initiated after the first four
weeks.
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Based on existing studies [1, 7, 13] analyzing information sharing and disclosure,
we hypothesized that a higher call count and longer time spent on calls would be
indicative of a low concern for privacy. However, our results showed that this was not
the case. We found a significant correlation between the frequency of answering and
not accepting calls and privacy attitudes. This implies that the calls individuals choose
to answer on their smartphones may be determined by their attitude towards privacy
and information sharing. Similarly, calls individuals choose to ignore or “miss” can be
a reflection of their privacy concerns. Previous studies have analyzed information
sharing and disclosure in online social networks, [12, 16] however, our results show
that information sharing over smartphones maybe a significant predictor of privacy
attitudes. There is a significant relationship between the number of new contacts
included in an individual’s network and their privacy attitudes. This implies that as an
individual’s network grows the amount of information disclosed increases. While
similar results were found for online social networks, our study shows that networks
formed over phone calls, can also be an important variable in determining an indi-
vidual’s information sharing patterns.

These preliminary results indicate that the interconnections between privacy needs
and phone metadata are not yet fully understood but could yield interesting findings
when analyzed systematically. This also implies that concern over privacy may not be
apparent by an examination of the simplest features, but an analysis of more nuanced
features, like how individuals react to phone calls in terms of the number of calls they
actually respond to, may reveal a more interesting pattern.

A little over half (57 %) the surveyed participants exhibited moderate (27 %) to
high (31 %) concerns for privacy, and 43 % participants had a low score or were
“unconcerned” with sharing their data. This is very different from the results of the
original survey conducted in 2003. Westin reported only 10 % of the population was
classified as “Unconcerned,” with the majority of individuals displaying moderate
(64 %) to high concerns (26 %) regarding the (ab)use of their personal information
[38]. While our sample includes mostly single undergraduate students and is not
representative of a larger population, such a vast difference in results, begs a question
about the differences in information sharing attitudes of individuals in the early or mid
2000’s to the present day.

Table 2. Results of hypotheses testing based on data in Rutgers Wellbeing study for n = 53

Hypothesis
Testing

Expected
Direction

p-value Pearson’s
Correlation Coefficient

H1 Not Significant – 0.532 –0.088
H2 Not Significant – 0.490 –0.097
H3 Significant Yes 0.043 –0.279*
H4 Significant Yes 0.017 0.425**
H5 Significant Yes 0.025 –0.313*
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5 Towards a Predictive Model of Personal Privacy Attitudes

Multiple significant hypotheses suggest predictive potential of nuanced phone usage
metadata towards privacy attitudes. Hence we used the three features found to be
significant in the analysis above to build a combined predictive model for privacy
attitudes. We consider two different classifications for the privacy attitudes. First, is the
conventional three category classification as suggested by Westin and second is a
two-class categorization based on the median value split.

In the first scenario the classes were defined based on the criteria recommended by
Westin as already described in Sect. 2. This resulted in a split as follows: Privacy
Fundamentalists: 5, Privacy Pragmatists: 31, Privacy Unconcerned: 17, Total: 53.
Given the multiple (> 2) classes present we decided to use the MultiClass Classifier as
implemented in Weka 3.6, with J48 decision tree as its underlying method. Further
considering the relatively modest sample size, we decided to use Leave-One-Out
cross-validation to tradeoff between the learning ability and the generalizability of the
results. We also compare the proposed phone-features based approach with two other
approaches. One is a baseline ‘Zero-R’ approach, which simply classifies all data into
the largest category. The second approach is based on using Big-Five [20] personality
variables, which have been shown by multiple efforts to be related with privacy atti-
tudes [19, 26]. The same classification method was applied to the different approaches.
Lastly, given the unequal size of the classes, we also report the ROC (Receiver
Operating Characteristic – Area Under the Curve) statistic along with the accuracy
scores. Multiple prior efforts have suggested ROC as a more interpretable metric for
classification when dealing with unequal classes [9].

As shown in Table 3, the Phone-features based model performed better than both
the compared approaches. Focusing on the ROC metric, the model yielded 36 % better
prediction than the baseline model. Contrary to the expectations, the results also
suggest that personality based metrics may not capture the right kind of signals to have
predictive ability on privacy attitudes.

To ameliorate some of the complexities associated with multi-class (> 2) classifi-
cation, we also consider a two-way classification problem, where the classes were
based on a median split. Multiple participants fell at the median score (8 out of 12) and
this resulted in two roughly equal classes of sizes of 30 (below or equal to median) and
23 respectively. We ran the classification in Weka 3.6 using J48 decision tree algorithm

Table 3. Classification results using different approaches for (a) three-way classification as per
Westin’s taxonomy and (b) two-way classification (High vs. Low Privacy Concern).

Three-Way
Classification

Two-Way
Classification

Accuracy ROC Accuracy Accuracy
Baseline (Zero-R) 0.58 0.50 0.56 0.50
Personality Features 0.53 0.40 0.43 0.39
Phone-Usage Features 0.66 0.68 0.74 0.69

Predicting Privacy Attitudes Using Phone Metadata 57



with Leave-One-Out cross validation. As shown in Table 3, this resulted in accuracy of
74 % at a two class classification task and an ROC metric of 0.69, which indicates a
38 % improvement over the baseline. Again, the relatively poor performance of per-
sonality based features suggests that traditional personality type measures may not be
suited to predict privacy attitudes. Further investigation with larger samples is needed
to confirm this initial evidence.

6 Discussion

Limitations of this study include that our sample is from only one university and not
from a nationally representative sample. The sample population was also not very
diverse in terms of age as they were mostly undergraduate students between 21–23
years. Also, we used a self-report survey on privacy rather than observing and
recording the participants’ behavioral patterns in terms with respect to data sharing.

This study was carried out as an exploratory field study to understand how cell
phone metadata can be used to build an individuals’ personal privacy signature. While,
we respect completely individuals’ rights to their data, we posit that the current privacy
debate is heavily biased towards the sharing and protection of socio-mobile data from
third parties. Comparatively, little attention has been paid towards re-pivoting the same
data to suggest privacy settings to users themselves for different applications. While
similar studies have been conducted using online social network data, this study is the
first to motivate and ground the use of phone metadata towards identifying the privacy
attitudes and needs of individuals.

While the current work has focused on relatively simple set of features and tested a
small number of hypotheses, the significant jump obtained in prediction ability points
to the value in exploring this direction further. In particular the direction of using more
nuanced behavioral features, over a correspondingly larger sample size and degrees of
freedom is part of our future work. With appropriate refinements and advancements,
the proposed methodology could allow for automatic privacy attitude understanding for
billions of mobile phone users.
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Abstract. Understanding human mobility patterns is of great importance to
traffic forecasting, urban planning, epidemic spread and many other socioeco-
nomic dynamics covering spatiality and human travel. Based on the records of
Beijing subway, we presented a preliminary study of human mobility patterns at
urban scale, including return ratio and trip distance. Especially, both linear
distance and actual route distance are considered. We found that for a single
mode of transportation, the displacement distribution not only decays expo-
nentially, but also has a peak, which represents the characteristics of travel
radius (CTR). The CTR of actual route distance is significantly greater than that
of linear distance, which indicates that quite of the passengers make detours
relative to the linear path when traveling by subway.

Keywords: Human mobility � Urban subway � Linear and route distance �
CTR

1 Introduction

Understanding human mobility patterns is of great importance to traffic forecasting [1],
urban planning [2], epidemic spread [3, 4] and many other socioeconomic dynamics
covering spatiality and human travel [5, 6]. In recent years, the study of human
mobility patterns has been paid much attention. For example, Brockmann [7] reported a
quantitative assessment of human travelling statistics by analyzing the circulation of
bank notes in the United States. Gonzalez [8] studied the trajectory of mobile phone
users for a six-month time period to analyze human mobility patterns. Xin [9] analyzed
the movements of 1.9 million mobile phone users during Haiti earthquake to explore
mobility patterns especially in disaster. Jungkeun [10] presented a framework that can
produce Wi-Fi users’ movement patterns by wireless traces. Besides that, GPS data
[11] and location-based social services [6] were also used to analyze human mobility
patterns.

However, data such as trajectory of bank notes, mobile phones or GPS measure-
ments could only obtain a very rough estimate of human mobility distribution. In
reality, the exact path of different individuals, even with the same origins and desti-
nations, varies widely for different purpose. In 2013, Yan [12] researched direct travel
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diaries of hundreds of volunteers and analyzed mobility patterns at the individual level,
but the dataset is relatively small. In addition, as is often the case, an individual cannot
reach the destination through the straight-line distance path no matter what he/she takes
to travel. Because once an individual travels by means of transportation, he/she has to
choose the closest path from the existing lines of transportation. The difference between
straight-line distance and actual travel distance was ignored in previous studies.

In this paper, based on the records of Beijing urban subway, we presented a
preliminary study of human mobility patterns at urban scale. Different from previous
research, our big data could capture the exact path with explicit origins and destinations
to some extent, which improved the data accuracy in the study of human mobility.
Furthermore, when dealing with the trip distance of subway passengers, both linear
distance and actual route distance were considered. We found that for a single mode of
transportation, the displacement distribution not only decays exponentially, but also has
a peak, which represents the characteristics of travel radius (CTR). The CTR of actual
route distance is significantly greater than that of linear distance, which indicates that
quite of the passengers make detours relative to the linear path when traveling by
subway. Further discussion implies that for subway passengers in Beijing, the longer
the trip is, the more detours they make.

2 Method

We take records from the Auto Fare Collection (AFC) system of Beijing subway. The
total records cover a population of three million passengers for a single weekday, and
two million for a single weekend. In order to facilitate the subsequent research, we
obtained the following information from the records. The card ID, which is typically
corresponding with a passenger. The entry and exit station number, which means the
codes of entry and exit subway stations that the passenger gets through. The exact time
that the passenger swipes the card when getting in and out of the subway station. In this
paper, we analyze the records of fourteen continuous days in October 2014 (namely
20141013–20141026), and we use C++ programming to mine and count the general
passenger flow information and the corresponding hidden information.

Especially, when dealing with the trip distance of passengers, both linear distance
and actual route distance of the same trip are taken into consideration. As is known to
all, when travelling by subway, passengers cannot reach the destination through the
shortest path (linear distance) in most cases. They have to choose the closest path from
the existing subway lines. In fact, in actual travel behavior, people, more or less, need
to make a balance between the ideal path and the actual one. Therefore, studying the
difference between linear distance and actual route distance is of general significance.

In order to get the linear distance, we obtained the longitude and latitude of all the
subway stations from Baidu Map [13], and calculated the linear distance between any
two of them. In order to get the actual route distance, based on our previous study [14],
we divided the path feature into two categories. One is the path with obvious shortest
route, the other is the path with competitive route. For the former, actual route distance
can be obtained directly based on the topological relationship of subway maps. For the
latter, we take use of the record information, namely the actual transit time, to invert the
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actual route distance. Specifically, for any pair of origin-destination, we take the A *
heuristic algorithm and Dijkstra algorithm to get two or three alternate competitive
paths to connect them. Then we calculated the transit time of each alternative com-
petitive path, including running time, walking time and the transfer time. Finally, by
comparing the transit time of each alternative competitive path with the actual transit
time, we can infer the actual path and calculate the actual route distance.

3 Result

In order to depict the typical mobility patterns of urban passengers, we presented the
spatial distribution of passengers’ originations and destinations at first, and then we
concerned about the spatiotemporal periodic and regularity of their travel behavior,
such as return ratios and trip distance distribution.

A B

C D

Fig. 1. General distribution of passenger flow of originations and destinations
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3.1 General Distribution of Passenger Flow

Figure 1A and B presents the general distribution of passenger originations and des-
tinations. It is obvious that the hot spots of originations and destinations have a high
coincidence ratio. It is probably because of the high return ratio, which will be
demonstrated in Fig. 3. The spatial distribution of the hot spots also presents a char-
acteristics of clustering. Further analysis of different time period within a day, Fig. 1C
presents the distribution of passenger source in the morning, and Fig. 1D shows the
same in the afternoon. As is shown in the picture, the living quarters mainly cluster in
the north of the city, and the work areas mainly locate in the center of the city. All of
the statistics are the average of fourteen continuous days in October 2014.

Fig. 2. Transfer time ratio for subway passengers during two weeks

Fig. 3. Return ratio for weekdays and weekends
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3.2 Transfer Time and Return Ratio

Figure 2 presents the transfer time ratio of subway passengers during the two weeks.
From Monday to Thursday, the ratios of once, twice and three times or more a day are
relatively stable. Twice a day has the highest proportion of 53.5 % on average. Next is
once a day of 38.7 % on average. Three times or more a day has the lowest proportion
of 7.8 % on average. From Friday to Sunday, the ratio of twice a day drops signifi-
cantly compared with weekdays. On the contrary, the ratio of once a day increases
significantly. At the same time, there is also a small rise for three times or more a day.

Further analysis of passengers who take the subway twice a day, we found that their
return ratios reach up to 75.2 % on weekdays (especially from Monday to Thursday).
Even on weekends (especially from Friday to Sunday), their return ratios also reach to
70.9 %. Here, return ratio means the percentage of those who have a round trip
behavior. In general, for all the subway passengers, the conservative estimate of return
ratio is 40.3 % for weekdays and 33.4 % for weekends. It may be the reason for the high
coincidence ratio in general distribution of passenger originations and destinations.

3.3 General Distribution of Subway Trip Distance

Based on the two weeks records, we measured the probability pðrÞ of travel distance r
for all the subway stations. In order to improve the fitting precision, we investigated 14
continuous days and added them up to calculate the probability distribution. Figure 4
presents the displacement distribution pðrÞ of linear and actual route distance data. We
use LM (Levenberg-Marquardt) and UGO (Universal Global Optimization) method to
fit the data and get the probability density function.

p rð Þ ¼ a � expðbrÞ � rc: ð1Þ

For linear distance distribution, a¼ 0:010, b¼�0:198, c¼ 1:619. For actual route
distribution, a¼ 0:006, b¼�0:149, c¼ 1:503. As is shown in Fig. 4, the typical
feature of trip distance distribution can be divided into two parts. For the front part,

Fig. 4. Displacement distribution of linear and actual route distance
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pðrÞ increases with r, which is controlled by power function. For the remaining parts of
the image, pðrÞ decays exponentially.

After calculating the derivative of function (1), we got the peak position r0 ¼ c=bj j.
On the one hand, the peak position can be regarded as a feature distance of subway.
Within the feature distance, the number of subway passengers increases with the
increase of distance. Outside the feature distance, the number of subway passengers
decreases with the increase of distance. On the other hand, the peak position represents
the most likely trip distance. We call it characteristics of travel radius (abbreviated as
CTR). Same statistics analyses have been done to every single station. Results indicate
that there is slight difference between different stations, but the average CTR is about
10 km.

4 Discussion

4.1 Trip Distance Related Work

In 2006, Brockmann [7] reported on a solid and quantitative assessment of human
travelling statistics by analyzing the circulation of bank notes in the United States. He
found that the distribution of travelling distances decays as a power law, with exponent
1.59. In 2008, Gonzalez [8] studied the trajectory of mobile phone users for a
six-month period and found that the distribution of displacements over all users is well
approximated by a truncated power-law, where the scaling exponent is 1.75. Both of
them analyzed travel behavior through data unrelated to transportation, therefore, their
results may not be affected by the mode of transportation.

In 2013, Yan [12] researched direct travel diaries of hundreds of volunteers and
found that the aggregated displacement distribution follows a power law with an
exponential cutoff, with the exponent 1.05. He also pointed out that from the per-
spective of maximum entropy principle, for a single mode of transportation, the dis-
placement distributions should follow an exponential form. In Fig. 4(c) of ref [12], the
cumulative displacement distribution for bus trips in Shanghai is similar to Fig. 5

Fig. 5. Cumulative displacement distribution of linear and actual route distance
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in this paper. It suggests that public transportation like bus and subway may capture the
same fundamental mechanism driving human travel patterns.

Furthermore, different from ref [12], we believe that for a single mode of trans-
portation, the displacement distribution not only decays exponentially, but also has a
peak value through the data analysis above. Based on the physical meaning of peak
position, it is speculated that different modes of transportations have different CTR. For
example, CTR of walking must be less than taking the subway, whereas CTR of taking
the airline flight must be greater than taking the subway.

4.2 Relationship Between Linear and Actual Route Distance

As can be seen in Figs. 4 and 5, the distributions of linear distance and actual route
distance are not the same. And CTR of actual route distance is significantly greater than
that of linear distance. It indicated that quite of the passengers make detours relative to
the linear path when traveling by subway. But what is the relationship between linear
and route distance reflected by the statistical results? To simplify the problem, we
assume that statistically, for any path, the difference between linear distance (denoted
by ril) and actual route distance (denoted by rir) is denoted by Dri.

rir ¼ ril þDri: ð2Þ

The difference Dri is affected by many factors. For example, Dri may come from the
restriction of subway network topology or the diversity of travel preference. So the
function relation of Dri is extremely complex. From the perspective of qualitative
analysis, we only consider three typical cases:Dri is a constant value, or has positive
correlation with linear distance, or has negative correlation with linear distance. We
analyzed all the three possible hypotheses by means of numerical simulation. The
method is shown below. As already described above, the probability density distri-
bution of subway trip distance is as function (1). Firstly, ten thousand random numbers
that follow the distribution above were generated to simulate the linear travel distance
of ten thousand subway passengers. Secondly, Dri of three different forms were added
to generate the actual route distance of the passengers. Figure 6 presents the linear and
actual route distance distributions of three kinds of simulations.

A B C

Fig. 6. Numerical simulation of three possible relationships
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As is shown in Fig. 6A, when Dri ¼ const, the distribution of actual route distance
is only a translation transformation on the horizontal axis of linear distance. It indicates
that if, for any path, the difference is a constant value, then CTR also increases the
constant value, but the shape feature of their distributions stay the same. When
Dri � ril, the distribution of actual route distance is smoother than that of linear distance
and CTR has increased proportionally. As is shown in Fig. 6B, the shape feature of
both linear and route distance distribution is most similar to real statistical result in
Fig. 4. It is speculated that for subway passengers in Beijing, the longer the trip is, the
more detours they make. When Dri � expð�rilÞ, as is shown in Fig. 6C, the distribution
of actual route distance is steeper compared with that of linear distance, and CTR
increased not that significantly.

Take the hot spot, both in originations and destinations, GUOMAO station for
example. Select the records of 20141015 (Wednesday) with a total of 74589 passengers
starting from that station. As is shown in Fig. 7, the frequency statistics distribution of
all the passengers’ actual route distance is smoother than that of linear distance. CTR
increased, but not that obviously. The distribution is similar to Fig. 4 to a certain

Fig. 7. Displacement distribution of linear and actual route distance in GUOMAO

Fig. 8. Relationship between ril and Dri of GUOMAO station
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degree. Figure 8 shows the scatter-plot of all of the 74589 passengers’ ril and Dri. The
color of scatters represents the corresponding passenger flow. To some extent, with the
increase of ril, there exists a growing trend of Dri, but the actual relationships is much
more complicated than we imagine.

5 Conclusion

In conclusion, based on the big data of subway records, we analyzed the general
distribution of passenger flow and studied the trip characteristics of passengers,
including return ratio and trip distance. Especially, when dealing with the trip distance
of passengers, both linear distance and actual route distance of the same trip are
considered.

We found that for a single mode of transportation, the displacement distribution not
only decays exponentially, but also has a peak value through the data statistics. The
peak position also represents the characteristics of travel radius (CTR). For subway,
CTR is about 10 km. What’s more, the distributions of linear distance and actual route
distance are not the same. And CTR of actual route distance is significantly greater than
that of linear distance, which indicates that quite of the passengers make detours
relative to the linear path when traveling by subway. Further discussion implies that for
subway passengers in Beijing, the longer the trip is, the more detours they make.

This paper presents a more precise estimate of human mobility distribution at urban
scale, which can be applied to city planning or traffic simulation. Besides that, ana-
lyzing the difference between ideal and actual travel distance proposes a new per-
spective of the research on human mobility and may provide support on other
socioeconomic dynamics covering spatiality and human travel. Further study could
include the analysis of other transportation modes, such as bus or passenger car, to
establish the urban transportation system framework.
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Abstract. This paper studies both the macro and micro level, as well as the
linkage between the two, to answer the question of how economic, political, and
demographic factors impact a country’s development trajectory. Combining
system dynamics, agent-based modeling, and evolutionary games in a complex
adaptive system, I formalize a simulation framework of Politics of Fertility and
Economic Development (POFED) to understand the relationship between those
factors over time. I validate the original system dynamics model with updated
data and measure, fuse the endogenous attributes with non-cooperative game
theory in an agent-based framework, and simulate the heterogeneous interac-
tions between individuals. This paper demonstrates the linkage between macro
environment and micro behavior. Simulations of real world scenarios show
network emergence under different environments. The results suggest policy
implications for societies at different stages of development.

1 Introduction

Rooted in international political economy, POFED is a quantitative, trans-disciplinary
approach to understanding growth and development through the lens of interdependent
economic, demographic, social and political forces at multiple scales, from individuals
to institutions and society as a whole. In each country’s development path, macro
structure provides political, social and economic environment that constrains or
incentivizes micro level human behavior, while micro level human agency can act,
react and interact, thus shapes macro environment.

Previous literature in this field mostly focuses at macro level. Countries are used as
unit of analysis or specific cases. Empirical research uses macro structural, society level
variables, like GDP, fertility rate, and literacy rate among others to test different the-
ories. Each one of these indicators is the sum of millions of human choices, sampled at
arbitrary annual frequencies from an imperfect data and population distribution.
However, the micro level is very poorly studied, and the linkage between macro
constraints and micro level choices remains undiscovered.

Therefore, this paper studies income level, fertility decision, and education at micro
level of human agency, to better understand how individuals behave under different
environments. Additionally, I investigate individual choice feedback mechanism on
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macro societal trends and conditions. The results confirm POFED theory, demonstrate
individual strategy choice matters significantly to development, and offer policy
implications for different societies.

2 POFED in Complex Adaptive Systems

Scholars in international political economy have done considerable research on
development, focusing on the interrelationship between income, fertility, human cap-
ital, and political development, measured as political stability and political capacity
[4, 8, 9, 12, 13]. Feng et al. [13] presents a formal model that characterizes the two
trajectories of development – a poverty trap with persistent economic stagnation, and
industrialization and rising incomes, and establishes that the interaction between pol-
itics and economics determines which path a nation travels. In more recent POFED
literature, Feng et al. [12] presents a dynamic general equilibrium model that formalizes
the political mechanisms that prompt demographic change and augment economic
development. Abdollahian et al. [1] emphasizes the dynamic interrelationships between
income, fertility, human capital, political effectiveness, and social stability. They show
that fertility rates b depend on income level y; and that income depends on past income
and political conditions. There is generational feedback on the creation of human
capital h, as increased education would increase political capacity x and income, thus
reduces political instability s. Instability also has a temporal feedback and impacts
fertility decision. Their system of equations describes how the five main components
work at society level, but is not empirically tested.

However, one major flaw associated with dynamic general equilibrium models is
the assumption of a perfect world, which does not hold in reality [11]. Another general
critique of formal or empirical macro level, structural analysis across most of social
science is that aggregate structures often help explain or predict necessary, but not
sufficient conditions of political, economic and social phenomena, as the emergent
behavior is not captured [7, 11]. Policy makers often face information about complex
systems different from what is assumed by traditional analysis [17]. Many individual
level explanations, spanning positive political theory, microeconomics and game the-
oretic behavior might provide insights into human agency and thus offer the promise of
theory sufficiency.

As macroscopic structures emerge from microscopic events lead to entrainment and
modification of both, co-evolutionary processes are created over time. I posit a new
approach where agency matters: individual game interactions, strategy decisions and
outcome histories determine an individual’s experience. These decisions are con-
strained or incentivized by the changing macroeconomic, demographic pattern, social
and political environment via POFED theory, conditioned on individual attributes at
any particular time. Emergent behavior results from individuals’ current feasible choice
set, conditioned upon macro environment. Conversely, progress on economic devel-
opment, the level of internal instability, and population structure emerge from indi-
viduals’ behavior interactions.
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In order to create a simulation to capture the complexity of development, I extend
Abdollahian et al.’s system dynamic representation of POFED theory towards inte-
grated macro-micro scales in an agent-based framework. I first instantiate two systems
of difference equations that are empirically validated using updated data from World
Bank [26] and new measure from Fisunoglu [14] and Kugler and Tammen [16] using
Three Stage Least Square estimation. This technique permits correlations of the
unobserved disturbances across several equations, as well as restrictions among coef-
ficients of different equations, and improves upon the efficiency of equation-by-
equation estimation by taking into account such correlations across equations. Since
understanding the interactive effects of macro-socio dynamics and individual agency in
intra-societal transactions are key elements of a complex adaptive systems approach, I
then fuse the system dynamic component to agent attribute changes with a
non-cooperative Prisoner’s Dilemma game following Axelrod [5, 6] and Nowak and
Sigmund [20, 21]. This design allows the simulation of intro-societal economic
transactions, which, in return, shapes the macro system where interactions take place.
I finally explore the parameter space, conduct sensitivity test and simulate societies at
different stages of development.

3 An Agent-Based Model

I propose an agent-based model in a complex adaptive system framework that captures
both macro level changes and micro level behavior by incorporating system dynamics
component and game theory component. Following the work by Abdollahian et al.
[2, 3], my agent-based model has both the interactive effects and feedbacks between
individual human agency as well as the macro constraints and opportunities that change
over time for any given society. Individual decisions are affected by other individuals,
social context, and system states. These elements have first and second order effects,
given any particular system state or individual attributes. Such an approach attempts to
increase both theoretical and empirical verisimilitude for some key elements of com-
plexity processes, emergence, connectivity, interdependence and feedback found
throughout several disciplines across all scales of modernization and human devel-
opment. Figure 1 depicts the high level process and multi-module architecture. There
are three modules in the agent-based model: micro agent process, macro society pro-
cess, and heterogeneous evolutionary game process.

In micro agent process, individual agents behave as a system in terms of updating
income, fertility and education decisions. Each individual agent carries all three vari-
ables that are randomized from the society’s distribution. I maintain individual agent
variable relationships and changes following the latest POFED literature [1]. Here I use
empirically validated parameter values from Three Stage Least Square estimation as a
good first approximation. This method has been widely used by many scholars [2, 3] to
simulate the dynamic process at individual level. These endogenously derived indi-
vidual agent variables impact how economic transaction games occur, based on society
variables either increasing or decreasing individual wealth and ultimately societal
productivity [6].
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In macro society process, instead of taking each individual agent as a system, this
module takes the entire society as the system, with political instability, political
capacity, economic condition, human capital, and fertility rate as main attributes.
This module is critical as it connects micro individual level and macro society level.
Society economic condition is aggregated from individual wealth by taking the mean.
Human capital is aggregated from individual level of education, and fertility rate is also
aggregated from individual level in the same way. The feedback loop is completed in
the way that initial individual variables are randomized from the society distribution,
get updated in micro agent process and evolutionary game process, then get aggregated
at society level and interact with other society variables, while society variables also
impact the evolutionary game process. I also use empirically validated parameter
values from Three Stage Least Square estimation in this module. The updated insta-
bility is brought into the evolutionary game process to affect the probability that agents
interact with each other. This feedback loop allows the study on how individual
behavior changes macro environment, and how environment in turn impacts individual
behavior.

In heterogeneous evolutionary game process, I choose to focus on non-cooperative
game in the macro political stability environment. Prisoner Dilemma game is chosen
because it allows agents to choice between maximizing individual benefit and mutual
benefit. Evolutionary game theory provides insights into understanding individual,

Fig. 1. Three-module agent-based model architecture.
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repeated societal transactions in heterogeneous populations (Sigmund, 1993). Social
co-evolutionary systems allow each individual to either influence or be influenced by
all other individuals as well as macro society [24, 27], perhaps eventually becoming
coupled and quasi-path interdependent. To model communications and technology
diffusion for frequency and social tie formation [18], I have agent i evaluate the
likelihood of conducting a simple socio-economic transaction with agent j based on
similarity of income level yi � yj

�� ��, stability of the environment, and physical distance,
which reflects level of technology the society obtains. Each agent will choose the one
with the highest likelihood to conduct the socio-economic transaction game, and the
interaction will take place only when both agents choose each other. This approach
reflects recent work on the importance of both dynamic strategies and updating rules
based on agent attributes affecting co-evolution [2, 3, 15, 19].

Once agents decide to play, they choose strategies based on hi � hj
�� ��, since messages

close to a receiver’s position has little effect, while those far from a receiver’s position
are likely to be rejected [22]. Small difference of human capital leads to high probability
of cooperation, while large difference results in high probability of defective strategy.
Following Abdollahian et al. [2, 3], I specifically model socio-economic transaction
games as producing either positive or negative values as I want to capture behavioral
outcomes from games with both upside gains or downside losses. Subsequently, Aij

games’ Vij outcomes condition agent yit�1 values, modeling realized costs or benefits
from any particular interaction. The relative payoff for each agent is calculated based on
simple PD, non-cooperative game theory [10, 20, 21, 23] where T > R>P > S. The
updated yi

t�1 ¼ yi
t þ Aij game payoff for each agent then gets added to the individual’s

variables for the next iteration. I then repeat individual endogenous processing,
aggregated up to society as a whole and repeat the game processes for tþ n iterations,
where n is the last iterate. In this module, Ai strategies are adaptive, which affect Aij pairs
locally within an approximate radius as first order effects. Other agents, within the
society but outside the reaching radius, are impacted through cascading higher orders.

4 Results

I implement the agent-based model in NetLogo [25]. The baseline initial population is
500 to represent a sample of any given population. The state variables for this model
are fertility decision, education, and income. Global variables are level of instability
and relative political capacity, which are setup at society level. Since society variables
do not change on a daily basis, I approximate one time step as one month given data
calibration for a simulated time span. This design allows me to study the dynamics of
the key variables with reasonable frequency, and the 20-year period is also proper for a
cycle in the study of political economy. In order to make generalizable model infer-
ences, I conducted a quasi-global sensitivity with parameter for fertility, income,
human capital, political capacity, political instability, and technology at low, medium,
and high levels, resulting in over 17,000 runs across 240 time steps.
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I compare the pooled OLS results from baseline model that only includes macro
level variables and models that include both macro and micro level variables. With
aggregated income as dependent variable, macro level variables only explain 20 % of
the variance. With the number of micro level interactions added, the new model adds
explanatory power by 2.6 %. The dramatic increase in model fit comes from individual
choice. When using number of cooperation as the additional independent variable,
adjusted R2 more than doubles to 54.3 %; while counting both cooperative strategies
and defective strategies gives the best model fit of 55.3 %. The sensitivity test also
confirms the original POFED theory that negative value of instability significantly
speeds the pace of economic development, while technology has a positive impact, as
increasing individual agents’ ability to reach other like-minded agents spurs coopera-
tion. More importantly, the results demonstrate that micro level behavior helps explain
macro level dynamics. While individuals communicate and make deals with each other,
more products and services become available while the cost of which goes down.
Benefits are derived from specialization of products and services, which outweighs the
economic and social costs by achieving higher efficiency. Cooperation pays higher
dividends, while defective strategies reduce social wealth. In other words, this model
captures the micro level behavior that can better explain macro level phenomena.

After confirming that agent-based model more effectively captures the relationship
between economic, political and demographic factors than traditional econometric
models, I conduct simulation for a few societies to understand the growth path under
different levels of development. In this process, I adjust parameters for population
density, technology level, political capacity and instability, as well as the distribution
on income, fertility, and education for the population. Cases presented below include
China 1960–1980, Japan 1970–1990, and Afghanistan 1980–2000.

To explore more details of individual agents interaction, I also show below the
network in the society at the beginning (tick 1, top left), one third of the time span
simulated (tick 80, top right), two thirds of the simulated period (tick 160, bottom left),
and final stage (tick 240, bottom right) on the right part of Fig. 2. Size of the agents
indicates their wealth level, and color shows education level, with high in blue and low
in red. The high population density is well presented in the graph, even from tick 1.
However, at the beginning of the simulation, there are not many interactions among
agents, because the level of instability is relatively high so individuals do not have the
incentive to conduct socio economic transaction games, so only a few links show
up. As time goes, the network density increases. Although individuals cannot reach
others who are physically far away from them, high population density ensures the
quantity of interactions. As instability weakens and individuals’ income gap decreases,
there are more and more people involved in the socio economic transaction games, as
can be seen in the bottom two graphs. The size of individual agents also slightly
increase in general, as a result of increased wealth due to cooperative strategies. This
perfectly reflects the reality that Chinese people start to switch focus from political
conflict to economic development during the period from 1960 to 1980, especially after
the country opened up in 1978. Individual emergent behavior at micro level feeds back
to the macro level, impacting the society’s growth path.
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After looking at the details of the slowly growing society, the next case I want to
focus is a well-developed society, Japan, from 1970 to 1990. There is income con-
vergence, accompanied with human capital dynamics. Due to the development of
higher education and increased enrollment of women, the level of human capital
increases, though at minimal level as it almost already reached the “celling” of this
indicator. With more female receiving higher education and participating in workforce,
people tend to marry at an older age, thus time left for giving birth to children shrinks.
The slow but steady economic development also increases the opportunity cost of
raising children, further reducing fertility rate across the entire period. Government
capacity was relatively stable, due to the stable development of other factors. There was
only a small increase, due to more control over physical resources. Then I also explore
the micro level agent interactions shown in Fig. 3. The left side shows two interesting
patterns that are very different from what can be seen in the previous case. Firstly, the
percentage of agents interacting with each other is large. Due to high level of tech-
nology development, individuals are able to reach out to others who are far from them
with telephone, cellphone, Internet and so on. The incentive of playing transaction
game with each other is also high because of high level of social stability. It is
consistent with the literature [13] that stable environment provides people with more
incentive to invest, thus increases the potential of economic development. Across the
entire simulated timespan, there are more than half of the agents interacting with each
other and playing the transaction game and among them, more than half choose
cooperative strategies, as the second important pattern. The proportion of individual
agents playing cooperation is relatively stable over time, fluctuating between 30 % and
40 %. However the proportion of individual agents choosing to defect keeps declining

Fig. 2. Cooperation vs. defection and network formation in China’s growth path.

An Agent-Based Simulation of Heterogeneous Games 77



over time, from 30 % to less than 5 %. The reduction of defective strategy matches
with the aggregated income growth dynamics in Japan. This match also confirms the
theory that more cooperative strategy and less defection leads to economic develop-
ment and this is again revealed in the simulation.

From the right side of Fig. 3, one can see the population density is not as high as
China’s, however the networks are still dense. Starting from the very beginning, there
are more interactions among agents in this society than the previous mainly because
individuals are able to reach further due to advanced technology and social stability. As
time goes, the density of network increases, though still not as much as China’s. It is
not only because the population density here is lower, but also because it is actually
more difficult for individuals to match with each other once the feasible set strategy and
less defective strategy accompanied with, slightly higher individual’s level of education
as compared to tick 1, which helps enhance the economy of the society. This pattern
also coincides with real world Japan from 1970 to 1990. Although just one particular
simulation, what is critical is that co-evolutionary behavior results in path dependence
of economic and education change as well as being a key determinant for development
outcomes. Moreover, changes towards cooperation leads to increasing wealth over time
(Fig. 4).

Finally I run the model to simulate an underdeveloped society, Afghanistan, from
1980 to 2000. High level of political instability greatly hinders economic development,
and keeps fertility rate at a very high level. Individuals choose to have more children
because the cost of raising children is relatively low and the chances the children
survive are also low. With a large number of young people but very little resources in
the society, the level of human capital is very limited. Although increasing at a steady

Fig. 3. Cooperation vs. defection and network formation in Japan’s growth path.
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rate, it takes time for the society to accumulate a certain level of human capital that can
enhance economic growth. Low level of economic development and human capital also
constraints political capacity. The government can only extract very limited tax
resources and human resources, which in turn limits its ability to facilitate education or
economic growth. Turning to micro level, one can see both the red line and the green
line stay at the bottom of the graph, indicating at each iteration, there are only very few
individuals who are involved in the socio-economic transaction game. The main rea-
sons are, firstly, high political instability limits individual’s incentive to interact with
each other; and secondly, low level of technology constraints individual’s ability to
reach each other. The majority of people in that society can only use telephone or mail
to contact each other, which allows much less communications and transactions than
what Internet and cellphone can facilitate. The other interesting pattern is the levels of
cooperation and defection are very similar over time. The relatively high level of
defection is also another reason why economy does not grow. This defective pattern
coincides with the trend of economic stagnation and low level of political capacity that
we see in the previous panel of graphs.

I also look at the network dynamics of Afghanistan between 1980 and 2000.
Initially, I see low developed society with high income inequality and polarization on
the education continuum. Compared to the society of China and Japan, Afghanistan a
much higher proportion of undereducated population. There are almost no interactions
between individuals because of three reasons: first, the society is highly instable, which
reduces people’s incentive to conduct socio-economic transaction games. Second,
the level of technology in that society is so low that individuals have very limited
capacity to reach others; so give that relatively low population density, very few
interactions can be expected. Finally, there is high income inequality among individual

Fig. 4. Cooperation vs. defection and network formation in Afghanistan’s growth path.
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agents, and people at different social status do not interact as often as people with
smaller income difference. Therefore, with almost no interaction and no value created,
agents quickly decrease in individual wealth as the instability level remains high and
people undereducated. The society goes through a growth trajectory of poverty trap
through tick 80, tick 160, until tick 240. At the end of the simulation, one can easily see
individual wealth drops dramatically compared to the beginning of the simulation,
though the level of education slightly increases.

5 Conclusion

Combining system dynamics, agent-based modeling and evolutionary game theory in a
complex adaptive system, I formalize a simulation framework of the Politics of Fertility
and Economic Development (POFED) to understand the relationship between politics,
economic and demographic change at both macro and micro levels. The results first
confirm the micro level behavior significantly impacts macro level development tra-
jectory. The more people interact with each other, the more value can be potentially
created. Besides, what matters most is individual agent’s strategic choice when they
play socio-economics transaction games. Cooperation pays higher social dividends on
average. Individual’s mutual cooperative behavior creates trust among each other,
which enhances both political stability and economic growth. On the other hand,
defection reduces social wealth, in addition to its negative impact to the instability in
the society, which comes from second order effect. There is also feedback from macro
level variables to individual agents, who update their attributes and change the pace and
tempo of socio-economic transactions, which reinforce macro level development. In
other words, this approach that combines both levels captures the micro level behavior
that can better explain macro level phenomena.

This simulation model creates a baseline for current policy efforts, showing when
poverty or growth is likely to occur. Policy implications can be inferred from three
simulation cases. For developing societies like China, besides stabilizing the macro
environment with increasing technology, it is essential to maintain high level of
interactions among individuals, while promoting cooperative strategy and eliminating
defective strategy to create more value. For well-developed societies like Japan, with
stable environment and high level of technology, it is critical to maintain low level of
defective strategy, while increasing the number of interactions that use cooperative
strategy. For underdeveloped societies like Afghanistan, with high level of instability
and low level of human capital, the effective policy of getting out of poverty trap is to
increase the number of interactions among individuals while ensuring cooperative
strategy and eliminating defective strategy.
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Abstract. Discrimination discovery is an increasingly important task
in the data mining field. The purpose of discrimination discovery is to
unveil discriminatory practices on the protective attribute (e.g., gender)
by analyzing the dataset of historical decision records. Different types of
discrimination have been proposed in the literature. We aim to develop a
framework that is able to deal with all types of discrimination. We make
use of the causal networks, which effectively captures the existence of dis-
crimination patterns and can provide quantitative evidence of discrimi-
nation in decision making. In this paper, we first propose a categorization
for various discrimination. Then, we present our preliminary results on
four types of discrimination, namely system-level direct discrimination,
the system-level indirect discrimination, group-level discrimination, and
individual level discrimination. We have conducted empirical assessments
on real datasets. The results show great efficacy of our approach.

1 Introduction

Discrimination discovery has been an active research area recently [18,20]. Dis-
crimination generally refers to an unjustified distinction of individuals based on
their membership, or perceived membership, in a certain group, and often occurs
when the group is treated less favorably than others. Laws and regulations dis-
allow discrimination on several grounds, such as gender, age, marital status,
sexual orientation, race, religion or belief, membership in a national minority,
disability or illness, denoted as protected attributes. Various business models have
been built around the collection and use of individual data including the above
protected attributes to make important decisions like employment, credit, and
insurance. Consumers have a right to learn why a decision was made against
them and what information was used to make it, and whether he was fairly
treated during the decision making process. Therefore, the historic data and the
predictive algorithms must be carefully examined and monitored for potential
discriminatory outcomes for disadvantaged groups.

Our society has endeavored to discover discrimination, however, we face
several challenges. First, discrimination claims legally require plaintiffs to demon-
strate a causal relationship between the challenged decision and a protected sta-
tus characteristics. However, randomized experiments, which are gold-standard
for causal relationship inferring in statistics, are not possible or not cost-effective
c© Springer International Publishing Switzerland 2016
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in the context of discrimination analysis. In most cases, the causal relationship
needs to be derived from the observational data not controlled experiments.
Second, algorithmic decisions, which may not be directly based on protected
attribute values, could still incur discrimination against the vulnerable classes
of our society.

The state of the art of discrimination discovery [18,20] has developed different
approaches for discovering discrimination. These approaches classify discrimina-
tion into different types including group discrimination, individual discrimina-
tion, direct and indirect discrimination. However, these work are mainly based
on correlation or association-based measures which cannot be used to estimate
the causal effect of the protected attributes on the decision. In addition, each of
them targets one or two types of discrimination only. In real situations, several
types of discrimination may present at the same time in a dataset. Thus, a single
framework that is able to deal with all types of discrimination is a necessity.

We propose to investigate all types of discrimination in our research. We
categorize various discrimination based on whether discrimination is across the
whole system, occur in one subsystem, or happen to one individual, and whether
discrimination is a direct effect or indirect effect on the decision. Then, we pro-
pose to develop a single unifying framework to capture and measure different
discrimination types. We make use of the causal networks [21], which effectively
captures the existence of discrimination patterns and can provide quantitative
evidence of discrimination in decision making. Based on the causal networks,
we present our preliminary results on system-level direct and indirect discrimi-
nation, group and individual-level discrimination. Empirical assessments for the
system-level direct discrimination on two real datasets have been conducted. The
results show great efficacy of our approach.

The rest of this paper is organized as follows. Section 2 presents the discrim-
ination categorization. System-level direct and indirect discrimination is dis-
cussed in Sects. 3 and 4. Section 5 deals with group and individual-level discrim-
ination. The experimental setup and results for system-level direct discrimina-
tion are shown in Sect. 6. Section 7 summarizes the related work. Finally, Sect. 8
concludes the paper.

2 Discrimination Categorization

We assume the historical dataset D contains a subset of explicitly specified
protected-by-law attributes, some decision attributes, and other non-protected
attributes. For ease of representation, we assume that there is only one pro-
tected attribute and one decision. We denote the protected attribute by C,
associated with domain values of the protected group c− (e.g., female) and the
non-protected group c+ (e.g., male); and denote the decision by E, associated
with domain values of positive decision e+ and negative decision e−. Our for-
mulation and analysis can be generalized to situations which involve multiple
protected attributes and decisions.

Several types of discrimination have been proposed in the literature. In [18],
discrimination is classified as group discrimination, individual discrimination,
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direct and indirect discrimination. Accordingly, different types of discrimina-
tion discovery techniques have been developed, e.g., association rules for group
discrimination discovery [16,17], situation testing for individual discrimination
discovery [11], correlation analysis considering explanatory attributes for direct
discrimination discovery [6,25], rule inference for indirect discrimination discov-
ery [5,16], and fair classification for group/individual fairness [3].

All the above approaches are mainly based on correlation or association.
In discrimination discovery, it is critical to derive causal relationship, and not
merely association relationship. We need to determine what factors truly cause
discrimination and not just which factors might predict discrimination. Besides,
we need a unifying framework and a systematic approach for determining all
types of discrimination rather than using different types of techniques for some
specific types of discrimination. To this end, we first categorize various discrim-
ination types with the following two dimensions:

– Discrimination Level. The decision making process can be modeled as a sto-
chastic system where discrimination may happen. Discrimination can exist
across the whole system, occur in one particular subsystem, or happen to one
particular individual. We call them system-level discrimination, group-level
discrimination, and individual-level discrimination, respectively.

– Discrimination Manner. Discrimination can be either the direct causal effect
of C on E or indirect causal effect which passes the effect of C on E via some
intermediate attributes. We call the former as direct discrimination and the
latter indirect discrimination.

It is worth pointing out that a discrimination can combine two features men-
tioned above. As an example, there can be a direct discrimination at the system-
level, thus forming a system-level direct discrimination.

For a quantitative measurement of discrimination, a general legal princi-
ple is to compare the proportion of positive decisions between the protected
group and non-protected group [18]. The comparison can be measured by dif-
ferences or rates of these proportions. In the proposed research, we will use
risk difference, i.e., the difference in the the proportion of positive decisions
between the protected group and non-protected group, as our discrimination
measure. The results can be easily applied to other measures such as risk ratio,
odds ratio, etc. In general, risk difference can be performed within a subpop-

Table 1. University admission: row 1 is the number of applicants and row 2 is the
acceptance rate

(a) Case I (b) Case II (c) Case III

Math Biology Math Biology Math Biology

Female Male Female Male Female Male Female Male Female Male Female Male

800 200 200 800 200 800 800 200 800 200 200 800

22% 20% 42% 40% 15% 26% 35% 44% 26% 15% 35% 44%
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ulation under a partition using a subset of attributes. Formally, given a sub-
population b produced by a partition B, risk difference can be denoted as
ΔP |b = P (e+|c+,b) − P (e+|c−,b). We say that C negatively affects E within
subpopulation b if ΔP |b ≥ τ , (τ > 0), where τ is a threshold for discrimination
depending on the law. For instance, the 1975 British legislation for sex discrimi-
nation sets τ = 0.05, namely a 5 % difference. In the following, we use an example
to illustrate why it is imperative to develop this categorization framework and
determine correctly the type of discrimination under investigation.

Illustrative Example. Suppose that in a university admission system, we have
three attributes, the applicants’ gender, major applied, and admission decision,
and assume there are two majors, math and biology. They have different accep-
tance standards: the competition for math is more challenging than that for biol-
ogy. Meanwhile, the choice of the major depends on the gender of an applicant,
as males are more likely to apply for one major whereas females prefer the other.
Table 1 shows three cases. In Case I, we see the overall admission rate is 36% for
males, but only 26% for females. However, the claimed discrimination against the
whole university may be groundless. This is because, when examining each major,
no major is biased against females but to some extent in favor of females, i.e.,
ΔP |{math} = −0.02 and ΔP |{biology} = −0.02. In Case II, the overall admission
rate of females is 31%, which is slightly higher than that of males 30%, showing
that females and males have approximately equal chances to be accepted. How-
ever, there is clear discrimination against female, as in each major the admission
rate of females is significantly lower than that of males (ΔP |{math} = 0.11 and
ΔP |{biology} = 0.09). In Case III, the biases in the admission rates in the two
majors are opposite, i.e., ΔP |{math} = −0.11 and ΔP |{biology} = 0.09. Hence
there would be insufficient evidence to litigate the university for discrimination,
since university-wide discrimination, probably because of a universal prejudice
against females among admission officers, or a biased admission procedure com-
monly adopted by all majors, should be presented in each major of the university.
As we can see, solely examining either the overall admission rates or the admission
rates in any one major would lead to incorrect conclusions. On the other hand, if
admission decision is made at the major level and a biased admission procedure
could only be adopted by a particular major, the biology major could be litigated
for discrimination against females.

The phenomenon shown in Case I and II is known as the Simpson’s para-
dox [14], which indicates we need to consider other attributes correctly when
determining and measuring the discrimination. The phenomenon shown in case III
implies that system-level/group-level discrimination is a negative effect persisting
in all subpopulations, given partition B. This makes discrimination different from
general causalities in that it is a persistent effect. In social and psychological sci-
ences, three sources of discrimination are generally identified: prejudice, statistical
thinking, and unintentionality [18]. All these factors can be considered as persis-
tent across the system (for system-level discrimination) or the components within
a subsystem (for group-level discrimination) and hardly change. Thus, discrimi-
nation should be considered as persistent and does not reverse or disappear under
situations where the sources of discrimination are supposed to exist.
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While direct discrimination is about the direct causal effect of C on E, indi-
rect discrimination concerns about the indirect causal effects that may also be
considered as discrimination. In this case, C does not necessarily have direct
effect on E. Instead, it affects E via some apparently neutral attributes which
are correlated with the protected attribute, hence eventually results in an unfair
treatment of the protected group. Our proposed causal network based discrim-
ination discovery framework attempts to capture and measure all types of dis-
crimination shown in the above categorization. In this paper, we present our
preliminary results for system-level direct discrimination and system-level indi-
rect discrimination.

3 System-Level Direct Discrimination

System-level direct discrimination deals with the direct causal effect of C on E
across the whole system. The direct causal effect of C on E is captured by the
direct arc from C to E, i.e., C → E in the causal network. Thus, not all causal
paths but only the direct arc may represent discrimination. As discussed above,
discrimination cannot be inferred directly from the presence of the direct arc
due to the intrinsic differences between discrimination and general causalities.
In addition to the presence of the direct arc, we need to measure the exact
causal effect carried by the arc under a correct partition B. In order the do this,
we need to suppress all other influences, some of which are spurious, some of
which, although causal, can be explained by other attributes and hence are not
regarded as discrimination. In other words, partition B must suppress influences
by all other attributes. Otherwise, it cannot generate a correct and meaningful
partition.

We employ the “path blocking” technique [15] to suppress all other influences.
A path can be blocked by conditioning on a set of nodes not containing the two
end-nodes. Upon blocked, the effect originally transmitted through the path
is suppressed in each subpopulation under the partition defined by the set of
nodes. If all paths other than arc C → E are blocked, all undesired influences
are suppressed. We refer to the set of nodes using which we can measure the
exact causal effect carried by C → E as the block set. As defined in [15], a node
set S not containing C or E blocks a path p between nodes C and E if either
(1) p contains at least one noncollider X in set S, or (2) p contains at least one
collider X, and X and all its descendants are outside set S. A block set should
block all paths from C to E. In addition, as we cannot measure the exact causal
effect of C → E if we have the knowledge about the consequences caused by E,
no E’s descendant should be contained in the block set.

We consider the system-level direct discrimination a persistent effect across
the system (e.g., university-wide discrimination should cause bias in each major
of the university). Thus, given a block set B, the discriminatory effect presents
if ΔP |b ≥ τ holds for each subpopulation b. If there are multiple block sets
in a causal network, we observe that inconsistent conclusions can be drawn
according to different block sets. If discrimination does exist, the discriminatory
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effect must present under each correct partition. Thus, a discrimination claim
is not convincing if inconsistent conclusions drawn under different partitions.
Therefore, to make a discrimination claim, we need to examine all block sets
and they must reach a consistent conclusion.

Based on the above analysis, we propose our discrimination criterion. For-
mally, we use B to denote a block set as well as its defined partition, and use b
to denote each subpopulation.

Definition 1. Discrimination is considered to present if inequality ΔP |b > τ
holds for each instance b associated with each block set B.

In real situations, ΔP |bs may vary from one subpopulation to another due
to randomness in the decision making process and sampling. The ΔP |b values
of a few instances b could be less than τ or even negative although the majority
of ΔP |b values are significantly greater than τ . To better captures discrimi-
nation under the context of randomness and sampling, we propose a relaxed
(τ, α)-discrimination criterion, which examines whether the likelihood require-
ment P (ΔP |B ≥ τ) ≥ α holds. In addition, we also propose an efficient way
to test the requirement in Definition 1: instead of examining each block set B,
examining one node set Q, which is the set of E’s all parents except C, i.e.,
Q = Par(E)\{C}, is sufficient for guaranteeing the requirement. Please refer to
our technical report [23] for details.

4 System-Level Indirect Discrimination

While direct discrimination is about the direct causal effect through C → E,
indirect discrimination concerns about the indirect causal effects that are trans-
mitted through intermediate attributes along the causal paths from C to E
other than the direct arc C → E. These intermediate attributes are correlated
with C, hence the indirect effect eventually results in an unfair treatment of the
protected group. A well-known example of indirect discrimination is redlining,
where the residential Zip code of the individual is used for making decisions such
as granting a loan. Although the Zip code is apparently a neutral attribute, it
correlates with race due to the racial makeups of certain areas. Thus, the use of
the Zip code can indirectly lead to racial discrimination.

Not all indirect causal effects of C on E should be considered as indirect dis-
crimination. From a legal perspective, the absence of indirect discrimination can
be proved if the defendant can provide an objective and reasonable justification
on the using of the attributes correlated with the protected attribute. Consider
a loan application dataset which contains three attributes, gender C, loan sta-
tus E, and income X. The causal structure C → X → E shows being female
is the actual cause of the low income and is the indirect cause of loan denial
through low income. The use of attribute X can be legally justified because of
an actual legitimate causal relationship of X and E, i.e., a loan is denied if the
applicant has low income. The high correlation between income X and gender
C may be due to the fact that the women in the dataset tend to be underpaid.
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In this case, the causal effect of gender on loan denial should not be considered
as discrimination.

We refer to the attributes on the causal paths whose usage cannot be legally
justified as the redlining attributes. Formally, the causal path C → · · · → X →
· · · → E, denoted as p, corresponds to an indirect discrimination if X is a
redlining attribute. We propose to identify the redlining attributes by examining
the relationship represented by each arc along each causal path from C to E.
If any relationship cannot be legally justified, the node that emanates the arc
representing an unjustified relationship is identified as the redlining attribute.
We propose to measure the indirect causal effect through the paths that each
contains at least one redlining attribute. Similarly, indirect discrimination can
be claimed if persistent negative effects are measured.

To measure the indirect causal effect through a set of paths p, we propose
a simple three-step approach. First, we measure the direct causal effect through
C → E by blocking all paths from C to E other than arc C → E. Second, we
measure the combined effect by blocking all paths from C to E other than p
and arc C → E. At last, the indirect causal effect through p can be identified
by the difference of the above two measurements.

5 Group and Individual-Level Discrimination

Group-level discrimination occurs in a particular subsystem other than across
the whole system. The group G can be specified by analysts to denote a sub-
system. It is determined by a subset of profiling attributes. For example, when
we determine whether there exists group-level discrimination in a particular
major (e.g., CS) in university admission, G contains all applicants in CS. When
adapting discrimination discovery techniques for system-level discrimination to
group-level discrimination, we should note that the determination of block set
B needs to be adjusted based on the given group G to form a partition within
the given group. For instance, when focusing on group-level discrimination in CS
major, B may contain test scores. Then, for each test score b, group-level dis-
crimination can be claimed after we examine ΔP |b across all test scores among
CS applicants.

Individual-level discrimination requires to identify discrimination for a spe-
cific individual, i.e., an entire record in the dataset. It can be considered as a
special case of group-level discrimination, in which the values of all profiling
attributes are given. To deal with individual-level discrimination, we propose
to find two neighborhood groups that contain similar individuals from the pro-
tected group and the non-protected group. The individual is considered as dis-
criminated if significant difference is observed between the decisions from the
two groups. We propose to use the causal networks as the guideline of finding
the neighborhood group. The causal structure of the system and the causal effect
of each attribute on the decision can be used to facilitate the similarity mea-
surement. Please refer to our technical report [24] for the details of our work on
individual-level discrimination.
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6 Experiments

We present our preliminary results for system-level direct discrimination dis-
covery using two real data sets: the Adult dataset [10] and the Dutch Census
of 2001 [13], which are widely used in discrimination discovery literature. The
causal networks are constructed and presented by utilizing an open-source soft-
ware TETRAD [4] which is a platform for causal modeling. We employ the orig-
inal PC algorithm [21] and the significance level α = 0.01 for network learning.
The threshold τ is set as 0.05.

The Adult dataset consists of 48842 tuples with 11 attributes. Each tuple
corresponds to an individual and describes the individual’s personal information
such as age, eduation, sex, occupation, income, etc. Since the computational
complexity of the PC algorithm is an exponential function of the number of
attributes and their domain sizes, for computational feasibility we binarize each
attribute’s domain values into two classes to reduce the domain sizes. For numer-
ical attribute such as age or income, the domain values are binarized into low
and high classes based on the median. For categorical attribute such as eduation
or occupation, we select the domain value with the largest number of tuples as
one class, and other domain values are combined as another class.

(a) Adult (b) Dutch Census

Fig. 1. Causal networks

We treat sex (female and male) as the protective attribute and income
(low income and high income) as the decision. The causal network is shown in
Fig. 1a. We observe an arc pointing from sex to income, indicating that the two
attributes are causally related and further examination is required for discover-
ing discrimination. We find all the block sets B. Some subpopulations contain
zero tuple from the dataset. On ignoring these subpopulations, the value of ΔP |b
ranges from −0.614 to 0.524 across all the other subpopulations. Based on our
criterion, we consider there is no discrimination against females in the Adult
dataset.
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Another dataset Dutch Census consists of 60421 tuples each of which
is described by 12 attributes. Similarly, we binarize the domain values of
attribute age due to its large domain size. We treat sex (female and male)
as the protective attribute and occupation (occupation w low income, occupa-
tion w high income) as the decision. The causal network is shown in Fig. 1b. An
arc from sex to occupation is observed in the network. We find all the block
sets B. The value of ΔP |b ranges from 0.062 to 0.435 across all the subpopu-
lations, implying that females are discriminated in obtaining occupations with
high income. Therefore, discrimination against females is detected in the Dutch
dataset.

7 Related Work

A number of data mining techniques have been proposed to discover and measure
discrimination in the literature. Pedreschi et al. [16,17] proposed to extract from
the dataset classification rules, each of which consists of the protective attribute,
the decision, and a set of context attributes. If the presence of the protective
attribute increases the confidence of a classification rule, this classification rule
is regarded as a discriminatory decision pattern in the data set. Then, discrimi-
nation can be unveiled by searching all discriminatory decision patterns. Based
on that, the authors in [12] further proposed to use the Bayesian network to
compute the confidence of the classification rules for detecting discrimination.
Bonchi et al. in [1] proposed a random walk method based on the Suppes-Bayes
causal network. Differently, conditional discrimination, where part of discrimi-
nation may be explained by other legally grounded attributes, was studied in
[25]. In [22], the authors proposed the use of loglinear modeling to capture and
measure discrimination and developed a method for discrimination prevention
by modifying significant coefficients from the fitted loglinear model.

For individual discrimination, Luong et al. in [11] exploited the idea of sit-
uation testing. For each member of protected group with a negative decision
outcome, testers with similar characteristics are searched for in a dataset. When
there are significantly different decision outcomes between the testers of the pro-
tected group and the testers of the unprotected group, the negative decision can
be considered as discrimination. For indirect discrimination, the authors in [5,16]
studied the data mining task of discovering the attributes values that can act as
a proxy to the protected groups and lead to discriminatory decisions indirectly.
The authors in [19] adopted an approach based on rule inference to deal with
the indirect discovery. The authors in [3] addressed the problem of fair classi-
fication that achieves both group fairness, i.e., the proportion of members in a
protected group receiving positive classification is identical to the proportion in
the population as a whole, and individual fairness, i.e., similar individuals should
be treated similarly.

Another issue related to anti-discrimination is discrimination prevention,
which aims to build non-discriminatory predictive models when the historical
data contains discrimination [2,7–9]. Proposed methods focus on either modify-
ing the historic data to remove discrimination, or tweaking the predictive model
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to make it discrimination free. In all the methods, discrimination needs to be
identified and measured first before it can be removed. Our work complements
discrimination prevention in that we provide a formal criterion and measure for
discrimination, which advances theoretical understanding related to both dis-
crimination discovery and prevention.

8 Conclusions and Future Work

We categorize different discrimination types based on discrimination level and
discrimination manner. We investigated the problem of discrimination discovery
for system-level direct discrimination and indirect discrimination. We establish a
discrimination models based on the causal networks. In the future work, we plan
the extend the results to other types of discrimination. Using our discrimina-
tion criteria, we will also study the problem of discrimination prevention, which
aim to remove discrimination by modifying the based data before conducing
predictive analysis.

Acknowledgment. This work was supported in part by U.S. National Institute of
Health (1R01GM103309).
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Abstract. Social positioning has been shown to have impacts on phys-
ical activity in youth. In this study Hidden Markov Modeling is used to
infer latent social positions from a set of computed network statistics in
two network of youth over time. The association between physical activ-
ity and social position is analyzed. Youth in less centrally located social
roles tended to have less physical activity than youth with more centrally
located social positions.

Keywords: Youth · Friendship network · Social position · Physical
activity · Centrality · Hidden Markov Modeling

1 Introduction

In recent years, there has been increased interest in the relation between social
networks and obesity related behaviors. There are clear associations between an
individual’s social network and their obesity related behavior in both adults and
youth [1–4] The majority of this research has focused on the coupled processes of
peer influence, in which physically active or inactive individuals influence their
peer’s behavior, and peer selection, in which one’s physical activity influences
which peers one selects. For example, perceived social support from active chil-
dren tends to increase activity in inactive youth [2]. This work has revealed that
peer influence and peer selection processes play an important role in determining
physical activity level, however little work has been done on examining the effect
of an individual’s position in their social network on physical activity.
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Individuals are embedded within a social network but their position within
the network is not wholly defined by what direct peers they have. The con-
nections among peers influences the individual’s position within the network.
Individuals can be more or less centrally located, their peer groups can be more
or less closely knit, and individuals can act as major connectors between social
groups, or might exist on the periphery of a social network. Social position can
be thought of as a complex nonlinear interaction between various characteristics
of an individual’s location in a social network, defining the role that that person
plays in the network structure. This definition echoes both structural equivalence
[5] and structural isomorphism [6], while being less strict than either. Instead of
requiring individuals to have the same peers, as in structural equivalence, or to
be in the same type of relation with their peers, as in structural isomorphism,
in this study we say that if individuals have similar values on a set of selected
network statistics (such as betweenness, indegree, outdegree) they have the same
social position. This definition renders social position as a latent variable that is
indicated by the set of selected network statistics.

In light of the results on peer influence and social support’s effect on physical
activity in youth [7], it is likely that social position will have have an impact on
physical activity. Youth with more ties relative to peers have more social power
and with that more control over the diffusion of information and/or behavior [8].
As such, it is likely that youth with high centrality will have greater consistency
over time in their physical activity. If a youth is tightly integrated into their local
network – i.e., one that has a large clustering coefficient, prior research suggests
that they will tend to adopt new behaviors more quickly than those who are not
integrated into their local networks [8–10]. This suggests that tightly integrated
youth will change their physical activity levels over time, as a reflection of the
behaviors of their peers. Finally, if a youth is not integrated into their network,
and doesn’t have many friends, it is likely that their physical activity level will
decrease over time due to lack of social support, or remain consistent due to not
being influenced by peers. These effects would be independent of the physical
activity level of peers, and have important consequences for intervention design.

In this paper, we study the association between the position an youth has in
his or her social network and their physical activity level. Due to the use of longi-
tudinal network data, this analysis poses important methodological challenges.
First, the social position that an individual has in a network is not directly
observed, rather it is indicated by set of network statistics that individual has.
Secondly, the social position of an individual might change over time as the
structure of a network changes. Finally, the social position must be linked to the
individual’s behavior, in this case their activity level.

In order to capture this latent social positioning, and to allow the social
position to change over time, we propose a two step modeling procedure. The
first step uses Hidden Markov Modeling [11–13] on a set of network statistics
computed for each individual in the network at each time point. Then, once the
states or social positions are estimated, we use those as predictors of physical
activity at the next time point.
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There are several benefits using the HMM approach in analyzing longitu-
dinal social network data. First, unlike existing cross-sectional network models
such as the exponential random graph [14], or advanced longitudinal network
models such as the stochastic actor-based models for network dynamics [15] the
HMM approach does not consider micro-mechanism and therefore avoids the
direct modeling of ties between individuals. Thus the HMM approach is more
flexible and allows multiple relevant global network summary statistics to be
included for characterizing the social position of an individual. Second, unlikely
stochastic block modeling [16] or other community detection methods, HMM
does not require the presence of a community structure to determine social posi-
tion. Finally, without resorting to studying individual ties, the behavioral change
of individuals over time can be modeled such that the result reveals a broader
picture of the evolution of social position and its relation to outcomes such as
activity level, a capability that most community detection methods lack.

2 Data and Measures

The sample consisted of 81 children, averaging 7.96 years (SD=1.74). These chil-
dren lived in low SES neighborhoods, attended public schools, and attended one
of two afterschool programs. Both programs enrolled children from the school
in which the school-based program was located, as well as children from other
schools in the area. One program was new and located in a community center
with the first wave of collection happening 1 week after the beginning of the pro-
gram, and the other was established, organized by the local YMCA and located
in a public school, and had been in progress for several years. The friendship
networks from these two programs are respectively referred to as the Community
and the YMCA network. Data was collected at the beginning of the programs,
6 weeks, and 12 weeks into the programs, for a total of three waves of data col-
lection. This data set is described elsewhere [7].

2.1 Physical Activity

Physical activity levels were captured through ActiGraph GT1M accelerometers
(ActiGraph LLC, Pensacola, FL). Details of the physical activity measurements
are outlined elsewhere [7]. Validated thresholds were used to code each childs
time spent at sedentary, light, moderate, and vigorous activity levels [17,18]. In
this study minutes of time spend in moderate or vigorous activity is the outcome
of interest.

2.2 Friendship Networks

For each afterschool care program, complete social network data was collected
at each time point. Participants were asked “Please tell me the names of the
friends you hang around with and talk to and do things with the most here in
this after-school program and were allowed to nominate any number of friends”.
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This nomination procedure is used in other youth network studies [3]. This pro-
cedure results in directed binary networks, where each edge represents individual
i nominating individual j as a friend. Thus a friendship network can be visual-
ized through the use of a graph in which nodes are used to represent individuals
and bidirectional arcs and used to represent incoming and outgoing ties between
individuals. For the current study, the structure of the network evolves over time,
implying that the latent social positions of the individuals in the network could
change over time.

Network Statistics. In order to use HMM to infer social position and the
change in social position, a set of network statistics must be used. This frame-
work for analyzing changing social positions can be used with any number of
network statistics, so the rational for inclusion of a particular network statistic
will be application specific. In the case of this study, we focused on statistics
that could map onto measures of popularity, expansiveness, friendship clusters,
social status/power, or social support.

Indegree. Indegree is defined as the number of incoming edges to a node, or
in this case, the number of received friendship nominations. This can act as a
measure of popularity in social networks.

Outdegree. Outdegree is defined as the number of outgoing edges from a node.
It can act as a measure of expansiveness in social networks.

Betweeness Centrality. The directed betweeness centrality for individual k is
defined as the sum over every i �= j �= k of the proportion of geodesics linking
individual i to individual j that contain individual k [19,20]. Broadly speaking,
this is a measure of how important an individual is for communication between
two distal parts of a network. Should an individual’s betweenness be high, that
means that most communication along edges must pass through that individual.
This (and the other centrality measures below) can act as a measure of social
power or social support.

Closeness Centrality. The closeness centrality of an individual k is defined as
the inverse of the sum of the lengths of the shortest path from individual k
to all other individuals in the network [19]. Higher closeness suggests that the
individual is more centrally located in the network, while lower closeness suggests
that the individual is more isolated.

Clustering Coefficient. The clustering coefficient for an individual k can be
broadly defined as the proportion of edges existing within the individual’s neigh-
borhood (the individuals he has nominated or was nominated by) divided by the
number of edges there could possibly be in the neighborhood [21]. This measures
how tightly connected an individuals group of friends is.
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3 Model

The HMM methodology was used as a tool to delineate heterogeneity among the
dynamic of network change. From a statistical perspective, the HMM approach
employs multivariate longitudinal analysis to (1) identify different groups of indi-
viduals occupying different social positions in the network, and (2) determine the
transition dynamic between different social positions. Operationally, the HMM
proceeded in several stages. First, network statistics identified in Sect. 2.2 were
used to create a multi-variable profile for describing social position. In this appli-
cation hereafter we call the set of network features (statistics) the profile for
social position within the peer network.

The second stage of HMM involved the determination of the appropriate
number of distinct hidden states for sufficiently explaining the variation of the
profile of network measures. We used the Bayesian Information Criterion (BIC),
a commonly used goodness-of-fit index, for this purpose. Analogous to the deter-
mination of the number of classes in latent class analysis (LCA) [22], the HMM
assumes that a finite number (usually small) of distinct states of social position
can capture the heterogeneity in social positions. However, unlike LCA, which
is a static analysis, the HMM allows individuals to transition to a different state
of social position over time.

In the third stage of HMM analysis, parameters for the hidden states and
were estimated using network statistic data. Three sets of parameter were made
available from the HMM analysis (1) the conditional distributions of the variables
defined by the social position profile given a specific hidden state, or P (Yijt|Zit),
where Yijt denotes the jth network feature for individual i at time t, and Zit

denotes the hidden state of social position of individual i at time t, i = 1, . . . , n,
j = 1, . . . , J , and t = 1, . . . , T , (2) the prevalence of the states of social position
at the first time point, or P (zi1), and (3) the transition probabilities between
the states of social position, or P (Zit|Zit−1), t = 2, . . . , T . The parameters in (1)
allowed the interpretation of the nature of the different states of social position,
and the prevalence of the states over time can be derived from (2) and the Markov
assumption, which asserted that at a given time t, the state of social position
at t was only dependent on the state at (t−1) and not on previous time points.
Additionally, the HMM assumed that the states of social position remained
unchanged over time, even though it was possible that some states evolved and
existed after some times. It was also possible that some states disappeared after
some time. Because the HMM only probabilistically estimated how likely an
individual occupied a specific state of social position at each time point, we
applied the maximal rule and selected the state that had highest probability
P (Zit|Yi) as the individuals state. Here Yi represents the entire vector of the
observations of individual i. As a result, the HMM produced, for each individual,
a trajectory of states of social position.

The trajectories of social position were further analyzed in predicting the
proximal outcome of physical activity. Longitudinal analysis, specifically a lag 1
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auto-regressive model with covariates was applied to the data for determining if
social position predicted level of physical activity. The analysis was conducted
using R version 3.2.1 [23].

4 Results

Five states were selected based on the BIC criteria. The breakdown of the state
to network statistic relation is presented in Fig. 1. Individuals in State 1 have a
slightly below average number of friends, while having above average clustering.
This suggests that children in state 1 are part of moderately sized, moderately
tight knit friendship groups. State 1 can be called the Average Cluster state.
Children in State 2 have far fewer friends on average but have high clustering,
suggesting that they are part of tight knit friendship groups. State 2 can be called
the Tight Cluster state. State 3 has a higher number of friends, but is average
in every other network characteristic. State 3 can be called the Average state.
Individuals in State 4 have few friends, and very little clustering, suggesting
that they are not very well attached to the rest of the social network. State 4
can be called the Loosely Connected state. Finally, children in State 5 have a
large number of friends, high betweenness and low clustering, suggesting that
these individuals act as connectors between different parts of the network. State
5 can be called the Connector state. Interestingly, the Connector state show
relatively low levels of closeness and clustering, suggesting that children in this
state attained a degree of independence and individuality.

1

1.5

0.5

0

-0.5

-1

-1.5

State 1

State 2

State 3

State 4

State 5

Indegree Outdegree Betweenness Closeness Clustering

Fig. 1. 5-state model of social position. State 1= Average Cluster, State 2 = Tight
Cluster, State 3 = Average, State 4 = Loosely Connected, State 5 = Connector.

Table 1 reports the transition probabilities between states of social position.
It can be seen that State 1 (Average Cluster state), State 3 (Average state), and
State 5 (Connector state) are most stable, respectively with high probabilities of
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Table 1. Transition probabilities between states.

State 1 State 2 State 3 State 4 State 5

State 1 0.74 0.10 0.16 0.00 0.00

State 2 0.45 0.33 0.13 0.09 0.00

State 3 0.00 0.00 0.87 0.00 0.13

State 4 0.17 0.00 0.38 0.28 0.17

State 5 0.00 0.00 0.08 0.00 0.92

74 %, 87 %, and 92 % of staying within the same state over two consecutive time
points. On the other hand, State 2 (Tight Cluster state) and State 4 (Loosely
Connected state) are unstable, respectively with only 33 % and 28 % of staying
in the same state. For State 2, the most likely state that it would transition
into is State 1 with probability 45 %. The result suggests that children that had
few friends, even when they were clustered, tended to assimilate with the larger
group over time and showed incremental gain in in- and out-degrees (see profiles
of States 1 and 2 in Fig. 1). For State 4, the transition that is most likely is to
State 3, or the Average State (38 %), suggesting that some loosely connected
children over time tended to transition to mean behavior.
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Fig. 2. Prevalence of State 1 to 5, from bottom to top in order, over time for the
community network (left panel) and YMCA (right panel). (Color figure online)

Figure 2 shows the prevalence of the states over time for the two networks -
the Community Network and the YMCA Network. There appears to be some
differences in the way the two networks evolve. For example, State 2 (Tight
Cluster) comprises a relatively high percentage of children in the Community
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network but is much smaller in the YMCA network. An explanation of the
phenomenon is that the Community network is a new program and children
that entered the program were likely to start engaged only with their previous
friends going to the same program, whereas the YMCA network was more well
established and thus showed fewer children in the two transient states of Tight
Cluster (state 2) and Loosely Connected (state 4). The distribution of the states
from both programs seem to converge at the last wave of data. Note that some
states did not exist at certain time points - e.g., state 4 (Loosely Connected) for
the YMCA network at Wave 3.

4.1 Social Position Predicting Physical Activity

To link social position to physical activity, we fit a linear model predicting phys-
ical activity with lag 1 social position. To control for autoregressive effects, lag
1 physical activity was also included. Gender, age and which program the indi-
vidual were in were controlled for. The Average State is used as the reference
category. Results are shown in Table 2:

Table 2. Social position at lag 1 predicting physical activity in minutes

β SE t-value p-value

Intercept 35.57 8.70 4.09 0.00

Average cluster state −2.98 2.95 −1.01 0.31

Tight cluster state −11.66 3.74 −3.12 0.00

Loosely connected state −7.91 3.23 −2.45 0.02

Connector state −4.13 3.17 −1.30 0.20

Aftercare program −6.71 2.35 −2.86 0.00

Male 2.19 2.22 0.99 0.33

Age at wave 1 −2.10 0.61 −3.42 0.00

Wave 1.89 2.26 0.84 0.40

Lagged physical activity 0.41 0.09 4.53 0.00

The linear model fit well, with an adjusted R2 of .364. Of particular note is
the significant effect of Tight Cluster State on physical activity, where being in
Tight Cluster State at time t predicts 11.66 fewer minutes of physical activity
when compared to the Average state time t + 1 (p <.05). Additionally, there is
a significant effect of Loosely Connected State of a 7.91 min decrease in phys-
ical activity (p <.05). As would be expected, there is an autoregressive effect
of physical activity. Additionally, there is a significant program effect which is
expected, as one program was held outdoors while the other was held inside,
with participation in the indoors program predicting an on average reduction in
physical activity of 6.71 min (p <.05).
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5 Conclusion

There are two contributions that this paper makes. The first is the new approach
of modeling global features within a network to infer latent social position. Cur-
rent network methodology restricts analysts to inferring latent communities, or
groups of individuals who cluster together. The approach introduced in this
paper proposes a different latent classification of individuals into latent social
positions, a classification that echos both structural and isomorphic equivalence,
but is less restrictive than either. Furthermore, using HMM, this approach allows
for the social position of an individual to change over time. Finally, this app-
roach is extremely flexible, allowing for any individual level network statistic to
be used to define social position.

The second contribution is in relating social position to physical activity in
children. The analysis presented here divides up the sample into five interpretable
social roles, and shows decreases in physical activity over time for two of the roles.
The cause however of these decreases is not entirely clear. There are several
reasons why children in a Tight Cluster State could have less physical. One
explanation is that due to the smaller number of friends that children in this
state have, they have fewer opportunities to participate in physical activity.
Alternatively, as clustering can accelerate diffusion of behavior or information
within a group but will constrain it between groups [8], norms of lower physical
activity might have infiltrated the clusters. Children in the Loosely Connected
State also show a significantly less physical activity over time, though this cannot
be as strongly attributed to norm infiltration as the Loosely Connected State
has a lower clustering coefficient. However, the Loosely Connected State also
has a low number of peers, leading that to be a potential common cause for the
decrease in physical activity over time.

There are several limitations to this study. The first is the small sample size
of the networks and the small number of time points collected. This limits the
interpretations that can be made regarding these results. Additionally, the choice
of the network statistics by which to define the latent social positions may not
have captured the social positions that would effect physical activity in youth.
Finally, the transition matrix between the states was not discussed here, due
to the focus on the association between social position and physical activity.
Further research should focus on the qualities of the transition matrix between
these social states.
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Abstract. Kiesecker et al. demonstrated disgust behavior in nature
in 1999, and further research has shown that humans also exhibit dis-
gust as part of the “behavioral immune system” [5,8]. We present pre-
liminary results from an agent-based model incorporating disgust as
disease-avoidant behavior, the SLIPR model (susceptible, latent, infec-
tious, presenting, removed), a modification and extension of the tra-
ditional SEIR model (susceptible, exposed, infectious, removed). The
SLIPR model restructures the compartments of the SEIR model to allow
for a distinct period of infectiousness occurring prior to visible disease
presentation and extends it by simulating disgust as disease-avoidant
behavior. SLIPR suggests that, for specific values of parameters such as
disgust magnitude and population density, this disease-avoidant behavior
significantly affects the spread of disease.

Keywords: Agent-based modeling · Computational epidemiology ·
Behavior modeling · Emotion

1 Introduction

Disgust, in the context of disease-avoidant behavior, may bring to mind an image
of a shopper avoiding an aisle containing another coughing patron (what Schaller
would call ‘discriminatory sociality’ [8]), but disgust is a more primal behavior
that can be observed in animals as distantly related to humans as tadpoles [5].
The existence of such behavior across the animal kingdom suggests that it has
been evolutionarily successful in inhibiting the spread of disease. Humans have
been found to display various disease-avoidant behaviors, as motivated, for exam-
ple, by the emotion of disgust. The psychological scientist Mark Schaller has
coined the term “behavioral immune system” to describe the disease-avoidant
behavior documented in such individuals [8]. Despite this, individual disease-
avoidant behavior has been largely ignored in epidemic models.

The two broadest categories of epidemic models that disgust can be incorpo-
rated into can be described as deterministic and stochastic [7]. Deterministic epi-
demic models most often take the form of compartmental mathematical models.
In compartmental models, the population is modeled as two or more fluid com-
partments that represent different disease states. The most well known of such
c© Springer International Publishing Switzerland 2016
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epidemic models is the SIR model, first proposed by Kermack and McKendrick,
with the respective compartments being susceptible, infectious, and recovered
(and later sometimes expanded to include compartments for exposed and/or a
final return to susceptible) [4].

We present preliminary results from an agent-based model incorporating dis-
gust as disease-avoidant behavior, the SLIPR model (susceptible, latent, infec-
tious, presenting, removed), a modification and extension of the traditional SEIR
model (susceptible, exposed, infectious, removed).

2 Related Work

Piero Poletti et al. have proposed a mathematical model based on evolution-
ary game theory that accounts for spontaneous behavioral response to perceived
risk of infection [6]. While Poletti et al. make no explicit reference to disgust
or the behavioral immune system, their model is in concordance with Schaller’s
description of the behavioral immune system as being comprised of “detection
and response mechanisms” which guide “decision-making strategies [...] that min-
imize the infection risk” [8]. Their model is composed of two parts; an extension
of the SIR model for modeling disease transmission, defined as a system of dif-
ferential equations accounting for asymptomatic and symptomatic infections,
and a model of behavioral changes implemented using imitation dynamics from
evolutionary game theory. Behavior in this context is a change in the number
of contacts based on perceived risk, which they have chosen to represent using
the perceived prevalence of the disease. The perceived prevalence is a calculated
using, and corresponding exactly to, the number of symptomatic cases. The
parameters affecting behavior are the threshold past which perceived risk causes
behavioral change, the contact reduction factor, q, and the speed of behavioral
change. They noted three interesting aspects of the model’s predicted “effective-
ness of human self-protection”:

1. “A small reduction in the number of contagious contacts enacted by the
population can remarkably alter the spread of the epidemic;

2. “For small values of q, multiple epidemic waves can occur.
3. “There exists a threshold for q such that smaller values do not determine a

larger impact of behavioral changes on the final epidemic size, the daily peak
prevalence and the peak day” [6].

As a mathematical model, however, the perceived risk of infection is depen-
dent on population information, in particular, the number of symptomatic indi-
viduals. An agent-based model would allow for behavior modeling at an individ-
ual level, with susceptible agents potentially displaying disease-avoidant behavior
in response to symptomatic agents regardless of disease prevalence.
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3 The SLIPR Model: An Agent-Based Model
Incorporating Disgust as Disease-Avoidant Behavior

3.1 Compartmental Models and the SLIPR Model

The SIR model has been extended for various purposes, such as the SEIR model,
which adds an ‘exposed’ compartment, E, in order to accommodate diseases
which have significant latent periods during which they are not infectious, and
is likewise implemented using a system of differential equations [1]. For the pur-
poses of modeling disease-avoidant behavior, however, we must consider the pos-
sibility of the individual becoming infectious before they are symptomatic, which
would temporarily preclude disgust. Such presymptomatic transmission has been
suggested to occur in diseases such as human influenza, where viral shedding has
been observed up to six days before clinical onset [2]. It is therefore necessary to
partition the ‘exposed’, E, and ‘infectious’, I, compartments into three new com-
partments, L, I, and P . These three compartments represent the latent period,
the infectious period until the point the disease presents with visible symptoms,
and the period in which the disease is both infectious and presenting with visible
symptoms, respectively.

3.2 Agent-Based Models

In order to model behavior that is displayed on an individual level, SLIPR is
implemented as an agent-based compartmental model. Agents in SLIPR have a
directionality, d, which is an integer 0–8, representing the eight degrees of direc-
tional freedom in two-dimensional space within the Moore neighborhood, as it is
understood in the context of movement metrics [9]. The agents begin at random
coordinates within the field, are randomly assigned an initial directionality, and
proceed to move at each step in the simulation according to a correlated random
walk, which has a bias, probability b, toward its previous directionality, with a
chance of making a turn of size t, in accordance with Eq. 1.

f(dnext) =

{
(dprev + / − t) mod 8, if rand() < b

dprev, otherwise
(1)

The space occupied by the agents is a square two-dimensional field which
wraps around on both axes to create a torus. Agent density, ρ, is calculated in
agents per pixels2 as described by Eq. 2, where x is the length of one edge of the
field, and n is the number of agents.

ρ =
1√

(x2)/n
(2)

This leads to agents that have generally persistent direction, occasionally
making adjustments to their course [3]. At each step of the simulation, the sus-
ceptible agents are stepped through in order to determine if they are within the
disgust radius of a presenting agent, or if transmission from an infectious agent
has occurred.
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3.3 Modeling Disgust

We have implemented disease-avoidant behavior by creating a disgust radius,
rd, within which susceptible agents recognize other infected agents who are pre-
senting disease symptoms and attempt to perform disease avoidance. Depending
on the presentation of the disease, the detection capability of the host, and ‘dis-
gustingness’ of the disease presentation, it may be desirable to set this radius to
be greater or lesser than the transmission radius, rt, within which the disease
has a probability of being transmitted.

When a presenting agent enters the disgust radius of a susceptible agent, the
susceptible agent reverses its direction in an attempt to avoid the presenting
agent, according to Eq. 3. Note that this method of avoidance will do nothing
to prevent the susceptible agent from contact with non-presenting infectious
agents, as disgust is dependent on perceptibility of disease presentation. Also,
the susceptible agent may not be able to completely avoid presenting agents in
the case that there are two or more presenting agents surrounding the susceptible
agent.

dnext = (dprev + 4) mod 8 (3)

3.4 Visualization

A visualization was created to view the simulation while running, as seen in
Fig. 1, which is useful for debugging and investigating unexpected results.

Fig. 1. A simulation running with a small field for demonstration purposes. The agents
are colored by compartment: green for susceptible, yellow for latent, red for infectious,
purple for presenting, and blue for removed (Color figure online)

4 Simulation

To investigate the impact of the disgust behavior in our model, we have simulated
an epidemic on a synthetic population and environment with baseline parameters
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describing a hypothetical infectious disease that meets the necessary conditions
for creating an epidemic. The field size is chosen such that there is an agent
density of 1/30, 1/40, and 1/50 agents per pixels2 at a population of 400 agents.
The hypothetical disease has a transmission radius of 20 pixels and is simulated
using three different disgust radii, 0 (no disgust), a 21-pixel disgust radius, and
a 25-pixel disgust radius. Due to the stochastic nature of the model 50 trials
are run and averaged for each configuration. We use 100 steps for each of the
latent, infectious, and presenting periods. The transmission probability for each
step that a susceptible agent is within the infection radius of an infectious or
presenting agent is set to 0.03. The parameters can be seen in Table 1.

Table 1. Simulation parameters

Parameter Investigated values Baseline value

Disgust radius rd (in units) 21, 25 0

Transmission radius rt (in pixels) - 20

Number of agents - 400

Agent density ρ (in agents per pixels2) 1/30, 1/40, 1/50 -

Latent period (in steps) - 100

Infectious period (in steps) - 100

Presenting period (in steps) - 100

Transmission probability (per step) - 0.03

Correlated walk persistence (probability b) - 0.7

4.1 Results

Agent density proved to have a significant effect on the efficacy of disgust as
disease-avoidant behavior. At a density of 1/30 agents per pixels2 there was not
a significant difference in total infections, peak infected agents, or the step at
which the peak occurred. However, as the agent density decreased, the efficacy of
disgust increased compared to the baseline (Figs. 2, 3, 4). In a simulated epidemic
with agent density 1/50 agents per pixels2, a disgust radius of 25 pixels reduced
the total infected agents by 37.60 % as compared to the baseline, the number of

Table 2. Simulation results, as averaged over 50 trials

Parameter No disgust 21px disgust radius 25px disgust radius

Agent Density (in app2) 1/30 1/40 1/50 1/30 1/40 1/50 1/30 1/40 1/50

Total infected agents 398.78 366.52 301.14 390.04 359.78 224.56 398.46 334.98 187.92

Infected agents at peak 103.5 53.96 26.1 100.96 55.32 18.46 102.3 46.46 15.34

Step at peak infection 708 1068 1332 751 1026 1532 743 1148 1811
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Fig. 2. Total number of infections at different agent densities, totals (left) and com-
pared to baseline (right). The effect decreases as agent density increases.

Fig. 3. Peak number of infected agents at different agent densities, totals (left) and
compared to baseline (right). The effect decreases as agent density increases.

Fig. 4. Simulation step at peak infection at different agent densities, totals (left) and
compared to baseline (right). The effect decreases as agent density increases.

infected agents at the peak of infection was reduced by 41.23 % with a disgust
radius of 25 pixels, and the peak infection time was slowed by 35.96 % with a
disgust radius of 25 pixels.
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Fig. 5. S and R compartments from epidemic simluations at agent density 1/30 agents
per pixels2

Fig. 6. I compartments from epidemic simulations at agent density 1/30 agents per
pixels2

The protective effect can be seen compared to the baseline in the S and R
compartments (Figs. 7 and 9), and also in the I compartments (Figs. 8 and 10).
The full results can be seen in Table 2.
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Fig. 7. S and R compartments from epidemic simulations at agent density 1/40 agents
per pixels2

Fig. 8. I compartments from epidemic simulations at agent density 1/40 agents per
pixels2

5 Final Remarks

Our preliminary results using the SLIPR model suggest that disgust can signif-
icantly slow and reduce the spread of disease, which is consistent with related
work done by Poletti et al. [6]. However, SLIPR further predicts that the effect
of disgust is limited in dense populations.
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Fig. 9. S and R compartments from epidemic simulations at agent density 1/50 agents
per pixels2

Fig. 10. I compartments from epidemic simulations at agent density 1/50 agents per
pixels2

The results suggest that the reproductive number of an infectious disease,
R0, may vary predictably given the density of a particular population and its
known behaviors. This could have implications for forecasting disease risk and
preparedness.
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5.1 Future Work

The implementation of more realistic walking and disease-avoidant behavior may
affect the impact of simulated disgust. Validation using real-world epidemic data
is still necessary.
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Abstract. Social capital, as comprised of human connections in social net-
works and their associated benefits, is closely related to the health of individuals,
communities, and societies at large. For disadvantaged population groups such
as older adults and racial/ethnic minorities, social capital may play a particularly
critical role in mitigating the negative effects and reinforcing the positive effects
on health. In this project, we model social capital as both cause and effect by
simulating dynamic networks. Informed in part by a community-based health
promotion program, an agent-based model is contextualized in a GIS environ-
ment to explore the complexity of social disparities in oral and general health as
experienced at the individual, interpersonal, and community scales. This study
provides the foundation for future work investigating how health and healthcare
accessibility may be influenced by social networks.

Keywords: Social capital � Dynamic social network � Agent-based modeling �
Oral healthcare accessibility

1 Introduction

Gaps in access to healthcare services, experiences, and outcomes persist in the United
States [30]. Health disparities result from a range of economic, social, cultural, and
behavioral factors at multiple levels, resulting in persistent and egregious effects on
individual and population health. For example, people with fewer resources may suffer
from chronic diseases and systemic inflammation, and lose their teeth as they age,
compromising their nutrition and social interactions. Racial and ethnic minorities and
people living in poor neighborhoods may lack access to healthy food, community-based
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amenities, and quality oral and general healthcare. The result is often delayed treatment
until oral pain becomes untenable or complications arise. Diabetes and hypertension are
more prevalent in disadvantaged and older populations than in wealthier and younger
populations, which can negatively affect both oral health and dental treatment. What is
detrimental to the oral and general health of older adults is also financially burdensome
to the entire healthcare system [20].

The complexity of such phenomena and the importance of studying the healthcare
system as a whole involve breaking through the traditional disciplinary boundaries of
medicine, dentistry, and public health [20], and requires more than reductionist sci-
entific approaches such as randomized controlled trials [7]. Systems science is espe-
cially useful in understanding complex public health issues [13], studying the dynamic
interplays underlying health disparities [9], and informing health policy research [14].
In this collaborative project, we apply social network, system dynamics, and
agent-based modeling from the systems science tradition, to understand the mecha-
nisms through which social capital may promote access to oral healthcare and ulti-
mately health equity.

The study context is the ElderSmile community outreach program of the Columbia
University College of Dental Medicine. Since 2006, ElderSmile has conducted health
events at senior centers that serve predominantly racial and ethnic minority older adults
who live in northern Manhattan or nearby communities. ElderSmile offers educational
workshops, preventive oral and general health screenings, and referrals for oral
healthcare treatment to older adults who frequent the centers. The centers themselves
function as “third places” for community gathering and socialization outside the
confines of home (“first places”) and work (“second places”) [19, 21]. This
community-based program thereby affords oral healthcare providers with a means of
serving older adults’ complex social and health needs.

Based on the insights from ElderSmile staff and participants, a system dynamics
approach is used to articulate our conceptual framework and also to guide group
model-building activities. Social capital is examined as dynamic social networks and
simulated using an agent-based model contextualized in a GIS environment to explore
the complexity of social disparities in oral and general health as experienced at the
individual, interpersonal, and community scales. The model is used to explore the role
of community-based health promotion that leverages “third places” in stimulating
social capital formation, particularly in providing access to referral networks for dental
visits to induce positive impacts on health and well-being.

2 Social Capital

The concept of social capital has been studied for decades. Apart from tools and
machines in physical capital, skills and talents in human capital, or cash and stocks in
financial capital, what people generate, consume, exchange, and accumulate in social
capital are human connections and their associated benefits [3]. Social capital is known
to be closely related to the health of individuals, communities, and societies at large [12,
24, 28, 31]. It may exert positive impacts on physical and mental health through multiple
mechanisms, including by helping people to navigate healthcare systems, providing
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buffers against stressors, and offering instrumental and emotional support. But con-
versely, social capital may also exert excessive demands, expectations of conformity,
and social exclusion on individuals and groups that present debilitating barriers to
health-seeking behaviors and exacerbate healthcare costs [10, 11, 23]. For disadvan-
taged population groups such as older adults and racial and ethnic minorities, social
capital may play a particularly critical role in mitigating the negative effects and rein-
forcing the positive effects of factors at multiple levels on individuals’ health in general
[29]. However, previous research on social capital and oral health has been limited. In
this project, we extend research on social capital from its connection to individuals’
general health to include oral health, healthcare, and health equity, particularly for
disadvantaged population groups such as the ElderSmile program participants attending
the senior centers in predominantly racial and ethnic minority neighborhoods.

In addition, researchers have different approaches to the definition and measure-
ment of social capital [3–5, 10, 12, 25, 32]. The vast majority of the literature has
focused on framing social capital as either a cause or an effect [10]. When treated as a
cause, social capital is viewed as a network with embedded social structures and
properties that can serve as resources available to the members of the network [4, 5,
12]. As an effect, social capital is viewed as a form of social consequences based on
interactions between and within networks [8, 32], with the notable example introduced
by Putnam [24] of bonding social capital and bridging social capital. As Parks [22]
points out, “[R]elationships live in communication. They are made, unmade, and
remade in the communicative practices of their participants” (p. 24). Rather than taking
a static view of social capital, it may prove more fruitful to examine social capital as
dynamic networks with feedback loops and cyclical processes [17, 18]. Social capital
can thus be conceived of as social agents and structural conditions for community
building and mobilization [25] and encompass communication networks, cultural
norms, and trust in relationships [27]. In this project, we acknowledge the evolutionary
and emergent capacity of individual actors as well as their social interactions. By
modeling social capital as dynamic networks, we hope to better connect the micro
factors at the personal level with the macro factors at the societal level, providing useful
insights into often intricate and complex phenomena such as oral healthcare for older
adults and racial and ethnic disparities in health.

3 Conceptual Framework

The diagram in Fig. 1 illustrates a dynamic hypothesis of how social factors affect
access to oral healthcare and ultimately health equity. The relationships in Fig. 1 are
interconnected as a causal map (a map of causes and effects) in the tradition of system
dynamics such that solid arrows indicate direct causal relationships (positive polarity)
whereas the dotted arrows indicate inverse causal relationships (negative polarity). In
the modeling tradition of system dynamics, reinforcing (positive) feedback loops can
be traced when an even number (including zero) of inverse relationships are encoun-
tered in a complete cycle of cause and effect. Balancing (negative) feedback loops are
traced when there are an odd number of inverse relationships. These structural
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relationships lead to amplification of a change in direction for a reinforcing feedback
loop, and mitigation of such a change for a balancing feedback loop [26].

The elements of Fig. 1 that are highlighted in yellow reflect aspects of social
capital. These include social connectedness, social support, social engagement, visits
to third places, communication about healthcare experience, recommendation for
healthcare provider, and trust in healthcare provider. These factors are interrelated
with potential leverage points for health promotion that can steer the system toward
greater health equity. Elements in Fig. 1 that appear in boldface correspond to ele-
ments that are represented in the agent-based model described in the following section.
As a navigational tool for modeling work, the causal map in Fig. 1 serves as a con-
ceptual framework to guide the design of agent-based models with which we perform
experiments that involve heterogeneous individuals and their cross-scalar interactions
with each other and the environment.

As the foundation for pathways toward better access to healthcare, we situate health
promotion at the base of Fig. 1. Specifically, community-based health promotion
activities through programs such as ElderSmile provide a novel means of intervention
by making healthcare services available at third places such as senior centers. The
health education component of community-based health promotion may serve to
influence communication about healthcare experience and personal health awareness.
Health promotion may also provide mechanisms for transport assistance. Access to

Fig. 1. Social capital formation and impacts in the context of health promotion
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referral networks results from community-based health promotion. Such access is a
critical outcome of older adult participation in the ElderSmile preventive screenings: it
directly improves both healthcare affordability and healthcare accessibility. Health-
care accessibility and healthcare-seeking behavior then combine to influence visits to
provider for treatment.

Insurance coverage is an important leverage point for health promotion at the
societal scale, as evidenced by Medicaid expansion under the Affordable Care Act [1].
Insurance coverage is a broad term that belies the array of benefits and limitations that
arise under different forms of coverage. Although it is shown as an exogenous policy
lever in Fig. 1, insurance coverage is also influenced by awareness of what services are
covered. Limited compensation from Medicaid to healthcare providers for services
adversely impacts the effective provider availability and potentially the range of
treatment options that are discussed with the patient. Complications of reimbursement
processes for Medicaid patients deter utilization of needed healthcare. Metcalf and
colleagues [15] discuss Medicaid as it relates to opportunities to promote oral health
equity. Community-based health promotion programs such as ElderSmile, through their
outreach and health education arms, help to clarify which providers are available who
would accept Medicaid insurance. The relationships drawn in Fig. 1 indicate that the
expansion of insurance coverage increases healthcare affordability by lowering
out-of-pocket costs.

Contingent upon sufficient treatment quality, visits to healthcare provider are
presumed to improve a person’s individual health status, reducing unmet health needs.
We then move conceptually from the scale of the individual to the scale of society at
large, so that unmet health needs at the individual scale aggregate to reveal disparities
that obstruct health equity. Here we note that the translation of unmet health needs to
health equity warrants consideration of the distribution of individual health outcomes
across a population, since the reduction of unmet health needs equally across the
population would not alone be sufficient to achieve health equity.

A path from health equity to provider competence is hypothesized via provider
familiarity with different health needs. The logic here is that competence builds with
familiarity through exposure to a wider variety of complex patient health needs. Since
each provider serves only a subset of the population, the effect of this relationship
would be limited by the specific sets of patients that a given provider serves. Provider
competence then improves the treatment quality experienced by the patient. As the
treatment quality delivered improves, individual health status also improves. Treatment
quality also produces trust in healthcare provider, which then leads to healthcare-
seeking behavior, influencing visits to provider for treatment.

At the individual scale, pain from health problems, such as dental caries and other
oral infections, impinges upon one’s quality of life and may thereby deter the social
engagement needed to foster social capital formation. On the other hand, symptomatic
pain may also have the beneficial effect of increasing the salience of health issues to
promote one’s personal health awareness, a mechanism for stimulating health-seeking
behavior. Other symptoms of unmet health needs, such as loose teeth and difficulty
chewing, may also interfere with quality of life.

Older adults’ attendance at senior centers, characterized as visits to third places, is
significant not only because it offers an opportunity to be exposed to community-based
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health promotion through preventive screenings, but also because it offers an oppor-
tunity for social interaction and a means of social network formation, thereby
enhancing social connectedness. Social engagement provides opportunities for con-
versations about relevant matters that may include communication about healthcare
experience. We consider communication about healthcare experience to be an aspect
of social capital, as well as a particular consequence of such communication, which is a
recommendation for healthcare provider. Recommendations serve to instill a sense of
trust in healthcare provider.

Social connectedness is an outcome of visits to third places that is explored further
in the model described below. This connectedness, in terms of the network structure
and the density of social ties, improves the capacity for social support that arises from
the network. This support may confer practical advantages such as transport assis-
tance. Importantly, social support enhances quality of life for older adults, making
daily challenges easier to manage and reducing social isolation. This effect completes a
reinforcing feedback mechanism for maintaining social engagement.

We constructed the causal hypothesis in Fig. 1 to explore the complex feedback
mechanisms involved in the way that social capital influences health equity through
healthcare-seeking behavior at the individual scale, and health promotion at the com-
munity scale. These hypothesized relationships have emerged iteratively as a product of
dialogues and group model-building activities with the research team. In this way, the
conceptual and computational models in our portfolio have emerged from the expe-
riences of the research team in group model-building activities, the ElderSmile pro-
gram, and focused group interviews of ethnic minority seniors living in northern
Manhattan. Our modeling approach is broadly in line with the tradition of system
dynamics, and we have previously found system dynamics modeling quite useful for
examining dynamics of diffusion of healthcare-seeking behavior [16]. However,
instead of implementing our model using the stocks (integrals) and flows (rates of
change) associated with that tradition, for this study we shift our structural orientation
toward the behavior of individual agents. An agent-based modeling platform was
chosen for this study because of its capacity to explicitly represent heterogeneous
individuals, simulate social network dynamics, and be integrated with a GIS envi-
ronment. Importantly, this platform provides a means of tracing individual health
trajectories and also considering the distribution of oral health needs in the population.

4 Agent-Based Model

The model developed in this study is designed to simulate dynamic social networks so
as to operationalize social capital formation and subsequent access to referral networks
for dental visits. Dental visits provide an indication of access to oral healthcare and a
mechanism for reducing disparities in working toward health equity. This model
consists of two agent classes that represent people (i.e., older adult senior center
attendees and oral healthcare providers) and two agent classes that represent facilities
(i.e., senior centers and dental clinics). In addition to these agents there is a Main class
that incorporates all of the other classes in the model, as required in the Java-based
AnyLogic software platform used for the model [2]. The Main class contains a GIS
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environment as the landscape in which people agents can move around and interact
with each other. This interactive model has a user interface for customizing parameter
settings for population size and the degree threshold to identify hubs that establish the
conditions for each simulation run.

An earlier version of this agent-based model was developed without a GIS envi-
ronment to facilitate discussion and exploration of agents in a group model-building
exercise conducted with the research team in May 2015 as part of a workshop on model
structure. The model was used to demonstrate agent dynamics that were analogous to
those of individuals participating in the ElderSmile program. Because the model was
also used to set the stage for a cooperative game played by members of the research
team in small breakout groups, parameters of the demonstration model were set so that
referral delay times were reduced and screening events were held more frequently than
in the actual operation of the ElderSmile program. During the game, members of the
research team acted out agent behaviors using pegs to indicate sick and healthy people
attending senior centers and receiving referrals to treatment by oral healthcare provi-
ders. For the purpose of engaging collaborators, the model was designed to simulate
small numbers of older adult and provider agents in a dental landscape of limited size.
Therefore, while the model logic was informed by the operation of the ElderSmile
program, the model parameterization was simplified for educational and learning
purposes. The ElderSmile screening program events simulated in the model capture the
mechanism of community-based screenings in third places such as senior centers where
social networks form and individuals communicate about their experiences with oral
healthcare providers. The contribution of the model lies in its possibilities for simu-
lating dynamic social networks that affect access to oral healthcare.

4.1 Model Operation

Upon startup of the simulation, a customizable population of older adult agents is
created. Each of these agents has a home location assigned randomly (i.e., with a
uniform probability distribution) within the GIS landscape of the northern Manhattan
study area. Senior centers are located according to the addresses of centers that are
affiliated with the ElderSmile program. Dental clinics may be located using information
about actual clinic locations [6] or assigned a synthetic location based upon
user-specified coordinates to ensure that clinics are in physical proximity to the sim-
ulated agents. For the model described here, both empirical and synthetic locations are
assigned to simulated clinics.

Each oral healthcare provider is assigned to a dental clinic and also given a random
home location in the study area. One of these providers is affiliated with a health
promotion program and performs preventive health screenings when not working at the
clinic. Screening events occur at one of the senior centers every three days. When
attending a screening event, the provider’s corresponding dental clinic will be closed
for the day. During the screening event, if their actual oral health status is below a
diagnostic threshold, participating older adults will receive a referral for treatment at
the affiliated provider’s dental clinic. The referral is scheduled for the following day.
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In the model, we differentiate between perceived and actual oral health status. These
are both operationalized as continuous values that can vary between 0 and 1, where 1
implies healthy and 0 implies unhealthy, and are randomly assigned initial values
between these bounds. Akin to the notion of personal health awareness in our causal
map (see Fig. 1 above), perceived oral health status is contingent upon the experience of
symptoms, so that poor perceived oral health induces healthcare-seeking behavior to
treat health problems. Actual oral health status is recognized by the provider at pre-
ventive screenings and used as a criterion for scheduling follow-up referrals. Although
they are initialized differently, both actual and perceived oral health status decline
without treatment at the same rate (reduced by 0.1 per 10 days) and are assumed to be
exacerbated by the presence of another chronic illness (reduced by 0.15 per 10 days).

Boolean parameters are assigned at random upon initialization to establish whether
agents trust oral healthcare providers (i.e., are more disposed to go to oral healthcare
providers on their own), whether they can afford treatment, or whether they live with a
related chronic illness.

As part of their simulated daily routine, older adult agents either attend their nearest
senior center or visit one of the dental clinics. The latter case, in which older adult
agents proceed directly to a dental clinic, occurs if they have a need for urgent care (i.e.,
their perceived oral health status declines below a symptomatic threshold, set to a
default value of 0.4), or if they have scheduled a referral appointment with an oral
healthcare provider. Referral appointments are scheduled with a time lag of one day,
and are held with the same provider that the agent encountered at the preventive
screening.

Agents who can afford care will search for dental clinics within a user-specified
distance (default value of 1 km) from the home location to identify an affordable dental
clinic, e.g. accepts Medicaid insurance or offer sliding scale fees. If an affordable dental
clinic is available, the agent will go to that clinic. Otherwise, they will go to the nearest
clinic. Agents who cannot afford care will not visit a dental clinic unless they have a
need for urgent care. The outcome of treatment is an improvement in oral health status,
encoded in a return to the state of healthy teeth. This simplified assumption of a full
restoration of health status will be relaxed in future work to account for variation in
treatment quality and to render the dynamics of dental health decline less reversible.

If a senior center hosts a preventive health screening event, each older adult at the
center is as likely to participate as not (set by a 50 % probability). If a participating
older adult agent’s actual oral health value is lower than a diagnostic threshold, s/he
will be referred to the provider’s dental clinic. If the person agent can afford to pay for
treatment and also trusts an oral healthcare provider, s/he will bypass the referral
process and seek treatment directly, undertaking the same decision process as agents
who have an urgent need for care in seeking proximate dental clinics. After each
potential activity away from home, older adults then return to their home location.

4.2 Social Networks

Two types of social networks are simulated for agent interactions: (1) the peer social
network among older adult senior center attendees; and (2) the patient-provider
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network between older adults and their oral healthcare providers. The peer social
network forms from encounters made at the senior center (under the default assump-
tion, one encounter is sufficient to form a tie) and is attenuated if an older adult no
longer frequents the center on a daily basis (ties fade after 3 days). The patient-provider
network forms from dental visits.

The visualization of these dynamic networks is facilitated by a user interface
enabling selection of either network type for display during simulation. Figure 2
illustrates how the peer network is visualized (at left, with black lines connecting older
adults) in contrast to the patient-provider network (at right, with red lines connecting
older adults with oral healthcare providers).

The snapshots of the peer and patient-provider social networks shown in Fig. 2
were taken at the same point in the simulation run. All embedded agent classes are
visible in Fig. 2: older adults are shown in black, providers are green, the green
buildings represent dental clinics, and the blue buildings represent senior centers where
screenings may be held. In the panel at right in Fig. 2, the providers are shown working
in their clinics and connected through social ties to older adults who are their patients in
the study area.

Social connectedness in the agent-based model is represented by the degree or
number of social ties that each person maintains. In aggregating from the individual
level to the community of older adults simulated, we can examine the degree distri-
bution of these connections. Figure 3 depicts the resulting social network degree dis-
tribution with a population size of 40 (at top) and 80 (at bottom) older adults at the end
of the simulation run (on the 100th day). For each plot, the horizontal (x) axis delin-
eates the degree or number of connections per person, and the vertical (y) axis depicts
the percentage of the population with the given degree as the frequency of the degree in
the population.

The degree distributions of both experiments stabilized around the 40th day of
simulation as social clusters form from activity at the senior centers. The mode is 4
connections for a population of 40 versus 10 connections for a population of 80. This
comparison of social network structure for these different population sizes indicates
that a larger population in the same geographic area leads to a greater density of older
adults who therefore have more chances to encounter each other at third places such as

Fig. 2. Simulated peer social network (left) and patient-provider network (right)
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senior centers. These encounters lead to the formation of social ties that provide
opportunities for communication.

4.3 Social Influence on Healthcare-Seeking Behavior

For this study we created a set of scenarios to contrast the simulation results for dental
visits achieved through mechanisms of seeking care through a referral with seeking
care through a trusted health provider. An older adult agent’s trust in oral healthcare
providers is spread through the social network as opinion leaders communicate with
others in their social network. A threshold parameter is used in the model to designate
certain agents as hubs within their peer social networks. Older adult agents whose
degree is greater than the threshold will act as opinion leaders and send a “trust”message
to connected agents through the peer social network, exerting a social influence toward
trust of oral healthcare providers. This mechanism functions much as a recommendation
for an oral healthcare provider as expressed in the causal map of Fig. 1. However, here
trust extends beyond a particular provider. After receiving a trust message, the con-
nected older adults are considered to have trust in oral healthcare providers, indicated by
a change in their status from “no trust” to “trust.” A forgetting time is applied as a
balancing mechanism, with a default value of 30 days, after which the status returns to
“no trust.” Because it can be lost through this “forgetting,” trust functions much like an
awareness of or inclination toward care, and can similarly be socially influenced. Trust
thereby emerges from the peer network to influence the construction of the
provider-patient network. If an agent trusts oral healthcare providers, they may seek
treatment on their own, without waiting for an appointment by referral.

The dynamics of dental visits are illustrated in Fig. 4 for the clinic that accom-
modates referrals made during the preventive screenings offered by the oral healthcare
provider who works there. The left-hand side of Fig. 4 indicates the number of visits
under the scenario of no social influence. In this scenario, no agents can function as

Fig. 3. Emergent degree distributions for 40 people (top) and 80 people (bottom)
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opinion leaders, which is achieved by setting the parameter for hub degree threshold to
100 % of the population size. In contrast, the right-hand side of Fig. 4 indicates the
number of dental visits attained in a scenario of social influence, in which the hub
degree threshold is set to 10 % of the population size. For the default population of 40
older adults, opinion leaders are those agents who have more than 4 peer connections.

The dynamics of dental visits for the experiments charted in Fig. 4 are arrayed so
that the dental visits resulting from referrals established during a preventive screening
event appear in the top row, while visits resulting from an older adult agent’s own
initiative to seek healthcare with trusted providers appear in the bottom row. The upper
right scenario highlights that as social influence takes effect through opinion leader
dynamics in the social network, all agents elect to go directly to a trusted oral
healthcare provider (shown at bottom right) instead of waiting for a referral appoint-
ment to be arranged.

Under the social influence scenario, the simulated results indicate an increase in
overall dental visits to the referral clinic as well as the other clinics, demonstrating the
potential influence of social networks on healthcare behaviors. Because treatment
improves oral health, these visits translate to improved oral health outcomes. In the
absence of social influence, cumulative dental visits to the referral clinic are less than
visits to other clinics. This gap has been explored in the social influence simulation
where hubs have more social influence than others via word of mouth communication.

5 Discussion

This modeling effort was designed to explore how social capital might help mobilize
older adults to utilize community-based health promotion and healthcare services.
A conceptual framework was first developed as a causal map in the tradition of system

Fig. 4. Effect of social influence (right) on dental visits with referrals (top) and trusted providers
(bottom)
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dynamics highlighting how elements associated with social capital function endoge-
nously as both cause and effect in a system linking health promotion to health equity.
We then demonstrated the design and operation of an agent-based model contextualized
in a GIS environment corresponding to the location-based community health program in
this study. By simulating the dynamics of two networks (i.e., peer social network and
patient-provider network), we experimented with different scenarios to see how social
factors at the interpersonal scale might enhance healthcare-seeking behaviors and
thereby improve oral health outcomes at the individual and population scales.

The model developed here facilitates our ongoing study of health equity by
reflecting dynamic populations of unique individuals. For example, in future work we
will explore health equity by applying the Gini coefficient to the distribution of indi-
vidual oral health statuses in a given population. For further experimentation around
health equity, different population subgroups can be specified that could influence
network dynamics according to differences such as racial and ethnic identity, language,
and gender. We also hope to draw upon previous models in our portfolio to layer in
other elements of network dynamics such as communication about health promotion,
healthcare affordability, and transport accessibility as a mediator of healthcare acces-
sibility [16]. Alternative mechanisms for the formation of trust can be designed to
consider factors such as treatment quality as well as the recommendation for a par-
ticular healthcare provider. This study expanded our portfolio and can help inform
future modeling efforts as well as policy research on community-based oral public
health to promote health equity.
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Abstract. Although network structures shape diffusion and ultimately systemic
performance, the underlying dynamics generating different network structures
during diffusion are not well understood. To explore these dynamics we present
a set of models in terms of a common drive for relational balance – the incli-
nation to align the attributes of one’s network members with one’s own attri-
butes either by adopting the attributes of network members as in the diffusion
process or by selecting to interact with similar others. Agent based models show
that the models generate modular (clustering) structure for high levels of rela-
tional balance. Moreover, when network members have strong influence over
one another the transition to modularity is delayed but then drastic, in the
extreme creating a phase transition. Thus, the rate of influence amplifies the
attractiveness of a particular modularity state of the system.

Keywords: Modular networks � Selection � Diffusion � Amplification

1 Introduction

It is known that network structures have important implications for diffusion as well as
the performance of the system [1–5]. While how these network structures are generated
through different selection processes have been extensively studied [6, 7], there has
been relatively little study of how network structures are indirectly altered as actors
influence one another during the diffusion process. A small number of empirical studies
have found greater support for the rate of selection relative to the rate at which actors
influence one another during diffusion [8–10]. But while these empirical studies have
used agent based models to simultaneously estimate the effects of influence and
selection, agent based models have not been as extensively used to explore the long
term systemic implications of simultaneous influence and selection.

In this study we use agent based models to explore how the process of influence
dynamically complements the process of selection during the diffusion process. We first
specify models of network selection that can generate different social structures
depending on a single parameter governing actors’ relative preferences for homophily in
selecting with whom to interact. To investigate how networks are shaped by the dif-
fusion process we then use the same parameter to characterize how the actors are
influenced as they change their beliefs/behaviors in response to the mean belief/behavior
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of others in their specific networks. This influence process is the engine of diffusion;
behaviors diffuse through a system as actors adopt the behaviors of those in their
network. In turn, the changes in behaviors then affect the selection process. Thus our
study synthesizes the diffusion of innovation and network evolution literatures as we
examine how the factors that affect the formation of network structures are altered
during diffusion.

1.1 The Micro-Dynamic Drivers of Influence and Selection

The micro-dynamics of our system are driven by actors’ choices of network members
(selection) and how to respond to norms (average behavior or belief) among network
members (influence). In our framework the choices are driven by two utilities, each of
which is a function of relational balance – the inclination to align one’s own attributes
with those of one’s network members. Relational balance defined here is grounded in
Heider’s balance theory [11], which states that people are motivated to achieve cog-
nitive consistency by balancing their beliefs or behaviors with those with whom they
interact. Furthermore, people can achieve relational balance either by choosing to
interact with similar others or adopting the beliefs or behaviors of those with whom
they interact.

Selection Process. In the selection model actors pursue relational balance by seeking
ties with others with similar attributes, known as homophily – birds of a feather
flocking together [12, 13]. Formally, we parameterize the pursuit of relational balance
through homophily as a, where homophily is defined in terms of the absolute value of
the difference in an attribute y between actor i and j at time t: |yit – yjt|. The pursuit of
homophily is offset against the pursuit of others based on other characteristics, g (e.g.,
the control of resources, popularity, control of information) by 1-a.1 Thus the selection
utility, U, of actor i choosing to interact with actor j at time t:

Uijt¼ ð1�aÞgjt�1 � ajyit�1 - yjt�1j ð1Þ

where yit-1 represents an attribute possessed by actor i at time t-1.2 a ranges from 0 to 1,
the larger the value of a the more the agents pursue relational balance through
homophily based on the similarity of attributes |yit-1 – yjt-1|. The smaller the value of a
the more agents seek others based on criteria other than homphily. Note that in the
following experiments we will choose a particular form of g based on the pursuit of
popular others (in future work we will consider of alternatives to homophily, such as
transitivity [13]). Furthermore, note that here ties are directional so that in general
Uij 6¼ Uji.

1 Though it would be more realistic to represent preference of other characteristics g with another
parameter, for parsimony we parameterize it as 1-a to offset homophily.

2 For simplicity we only consider one attribute in the model. However this attribute can also be
represented as aggregate functions of multiple attributes.
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Influence Process. In the influence process actors may seek relational balance by
conforming to the behaviors/beliefs of those with whom they interact. Here we
parameterize relational balance as c, offsetting it against the retention of one’s own
beliefs/behaviors associated with 1- c. In this sense agents tolerate relational imbalance,
which we parameterize by 1- c.

Starting with a utility function [14], one can show that to maximize utility agent i
should choose behavior y at time t according to:

yit ¼ ð1� cÞyit�1 þ c

P
wijt�1yjt�1P
wijt�1

ð2Þ

where wijt-1 is 1 if actor i interacts with actor j at time t-1, 0 otherwise. ThereforeP
wijt�1yjt�1P
wijt�1

represents the mean behavior of i’s network members at time t-1,3 In

Eq. (2), the larger the value of c, the more the actor pursues relational balance by
conforming to network members. Thus the larger the value of c the more readily can
behavior or belief diffuse through networks within the system.4

Equations (1) and (2) can be re-expressed to represent the relative rates of the
pursuit of relational balance through influence and selection. In particular, define k as
the rate of the pursuit of relational balance in the influence process relative to the
selection process: k = c/a. Substituting ka for c in Eq. (2) yields:5

yit ¼ ð1� kaÞyit�1 þ ka

P
wijt�1yjt�1P
wijt�1

ð3Þ

Generally, when k ! 0 actors retain only their previous beliefs or behaviors –

influence occurs slowly relative to selection; as k increases the process of influence
occurs faster relative to selection and when k ! 1 influence occurs at the same rate as
selection.6 For example, a might represent the general tendency for an adolescent to
have friends who engage in academics as much as she does, while k would represent
the relative rates at which the adolescent pursues that balance by conforming to her
friends’ behaviors versus selecting friends who engage in academic behaviors similar to
her own. If k is small, then an actor will pursue relational balance more through
selecting members who engage in similar behaviors than by conforming in behavior to
those of network members. As k increases the actor pursues relational balance more by
conforming to the norms of network members and less by selecting network members

3 We use mean behavior of network members to represent norm-based influence. Other functional
forms can also be used to represent different forms of influence.

4 Different from Centola [15] we assume a fairly simple and direct influence process in which actors
respond to the attributes of network members without requiring repeated exposure.

5 Alternatively we could substitute: c/k for a in Eq. (1) and express relational balance generally in
terms of c.

6 If selection does not occur and therefore the network does not change, the system converges to the
same end point for 0 < k<1 [16].
.
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who engage in similar behaviors. In this sense our models allow us to express the
system in terms of relational balance (a) and the rate of influence relative to the rate of
selection (k).

We evaluate our models using simulations in which actors can select with whom
they interact and can change their behaviors/beliefs based on with whom they interact.
Specifically we perform two sets of simulations, one in which the baseline networks are
determined at random, and the other in which scale-free networks are established at
baseline, allowing us to evaluate robustness of our results to different initial conditions.
For each set of simulations we vary a and k to evaluate the relative effects of relational
balance and the rate of influence on the occurrence of modular social structures, and
how the two factors interact with one another. Here we express our results in terms of
changes in behavior which drive the diffusion process, but our models pertain to
changes in any attribute, such as taste or belief.

2 Results

2.1 Initiated with Random Networks

In Fig. 1 each data point represents the results of 200 replications for agent based
models based on Eqs. (1) and (3) for different values of relational balance (a) and rate
of influence relative to selection (k). The solid lines represent conditions in which
actors are not influenced by their network members (k = 0). For a < .5 the system
exhibits near zero modularity. The system exhibits moderate modularity for .5 < a < .8
as actors seek others with similar behaviors as much or more as they seek already
popular others. In the extreme, highly modular structures emerge for a > .8. For these
high values of relational balance, homophily generates groups with distinct behaviors.
Consistent with the formation of groups represented by the measures of modularity, in
Fig. 1B the relative proportion of variation in behavior within groups decreases as a
exceeds .5.

Examples of equilibria exhibiting the network structures as well as the behaviors of
the actors for a = .2 and a = .7 are shown in Fig. 2A and B. One can observe mod-
ularity for high values of a (relational balance) in 2B relative to 2A. Correspondingly,
diffusion would be more rapid in 2A than in 2B as the core members in 2A can directly
diffuse behaviors or information to others.

Critically, Fig. 1 shows that modularity depends on the relative rate of influence.
For a modest level of influence (dashed line with triangle dots, k = .5), modularity
emerges at higher levels of relational balance (a = .75) than when there is no influence
(a = .5 when k = 0). Our explanation is that with moderate influence the overall
variance in behaviors is reduced as actors’ behaviors become more similar to one
another. As a result, the pursuit of homophilous others becomes relatively less
important in the selection model.

Figure 1 also shows that the transition to modularity is more rapid when influence
is present than when influence is absent (k = 0) as indicated by the steeper slopes for
the dashed and dotted lines than for the solid line in Fig. 1A. Because relational
balance operates through influence and selection, behaviors within nascent groups
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become more similar through influence as actors conform in their behaviors to their
network members and ties become denser. The dual forces through influence and
selection accelerate the formation of groups once they begin to emerge.

The trends in Figs. 1 and 2 indicate that influence amplifies the effects of selection,
decreasing the attraction of modularity for low values of a and then increasing the
attraction of modularity for high values of a. The amplification effects increase with k,
to the point that there is a near phase transition as indicated by the steep slope for the
red lines for k = .8. Thus when relational balance is high and the rate of influence is
high, the system can transition rapidly from one able to diffuse information to one not
able to diffuse information, challenging a static characterization of the system as either
supporting diffusion or not.

2.2 Initiated with Scale-Free Networks

The previous agent based models characterized the effects of relational balance (a) and
relative rate of influence (k) on the emergence of modularity from random networks. Of
course, different initial conditions may also contribute to modularity in networks, such
as different initial network structures. Therefore we explore the effects of relational
balance and relative rate of influence on networks with initial structures in which few
nodes are highly connected to others while most nodes only possess few links [17].

Fig. 1. Simulations initiated with random networks for different rates of interpersonal influence.
Modularity increases with relational balancing, amplified with influence. Results show more
dramatic changes at higher levels of interpersonal influence. (A) Mean modularity increases with
relational balance (inclination to align individual behaviors with network members); (B) Average
proportion of total behavior variation within clusters decreases with relational balance; Each data
point represents 200 simulations.
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Figure 3 shows how modularity and relative proportion of variation in behavior
within groups vary as a function of relational balance (a) and the relative rate of
influence (k). Modularity begins to emerge for a > .6 when there is no influence
(k = 0). But when influence is present the emergence of modularity is more delayed but
then drastic. Furthermore, modularity emerges at higher levels of relational balance
than when we start from random networks. Our explanation is that for modularity to

A B

Fig. 2. Example equilibria for systems initiated with random networks: (A) Low relational
balance (a = 0.2) and no interpersonal influence (k = 0), showing core-periphery structure;
(B) Mid-high relational balance (a = 0.7) and no interpersonal influence (k = 0), showing
modular structure.

Fig. 3. Simulations initiated with scale-free networks for different rates of interpersonal
influence. (A) Mean modularity increases with relational balance (inclination to align individual
behaviors with network members); (B) Average proportion of total behavior variation within
clusters decreases with relational balance; Each data point represents 200 simulations.
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emerge in a scale-free network, actors need to have higher relational balance to offset
the utility gained by connecting to the high-degree nodes. Furthermore, when actors
influence one another central members are able to influence others to adopt behaviors
similar to their own. In turn, the peripheral members continue to engage in connections
with the central members because of the similarity in behaviors even for relatively high
levels of relational balance.

3 Discussion

We have expressed selection and influence as a function of a common parameter
representing the relational balance of a social system. Thus, we were able to express the
emergence of modular structures relative to the intensity of relational balance. Gen-
erally, we show that for very high levels of relational balance, clusters emerge as actors
prefer to interact with similar others (homophily).

The unexpected finding is that the rate of transition to modularity is affected by the
rate at which actors influence one another. The greater the rate of influence of network
partners relative to selection of network partners, the more delayed, but then ultimately
dramatic, the emergence of modularity. In general, the rate of influence amplifies the
attractiveness of a particular state of the system. When influence is strong, the system is
attracted either to a low modularity structure or extreme modularity, with few other
states or options in between.

Correspondingly, change agents must be aware that the interplay between influence
and selection changes the dynamics of diffusion. Ignoring this interplay by charac-
terizing diffusion as though the network is static can lead to markedly misleading
predictions about the diffusion process. Attention to this interplay can lead to more
nuanced approaches to leveraging networks as well as an understanding of how social
networks evolve during the diffusion process.

4 Materials and Methods

4.1 Simulation Process

After defining our models we perform agent based simulations in Netlogo 5.2.0 [18].
Specifically, in each round: 1. Each actor evaluates all other actors in the system and
calculates the utility of establishing a tie with each other actor based on the selection
equation in (1). In particular, we chose in-degree of the alter as g in Eq. (1), the offset to
homophily, representing actors’ tendencies to seek interactions with popular others
who might confer status or information [7, 17]; 2. Each actor then establishes a tie with
other actors with highest utilities, holding the out-degree (number of others identified as
network ties) for each actor constant. For example if an actor starts with 3 out-going
ties, then each round it will terminate all previous out-going ties and select the 3 actors
who yield the highest utilities; 3. As actors select with whom they interact they are
influenced by their network neighbors and adjust their behaviors based on the influence
Eq. (3). For each experiment described below we varied relational balance (a) from
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0 to 1 by intervals of 0.05 and chose the relative rate of influence (k) to be 0, 0.5 or 0.8.
In each configuration we simulated 200 times, with a total of 200*21*3 = 12600
simulations.

First Experiment. We initialized a random network as follows: 1. 20 actors with
normally distributed behavior state with mean 20 and standard deviation 4. We chose a
behavior state from a normal distribution with mean of 20 so that behavior states
remained positive throughout the simulation. We used a standard deviation of 4 to scale
the behavior state relative to in-degree. If the standard deviation were smaller a would
have to be larger to generate the effects; modularity or polarization would occur for
larger values of a; 2. Network density of 0.2, which generated 76 ties on average.

Second Experiment. We initialized a scale-free network as follows: 1. 20 actors with
normally distributed behavior state with mean 20 and standard deviation 4; 2. We
assign a scale-free in-degree distribution to the 20 actors, while keeping total number of
ties and average out-degrees similar to that of the first experiment.

4.2 Key Outcome Measures

In both experiments we stopped each simulation after 50 rounds. To measure the
modularity of the network we first used Kliquefinder [19, 20] to identify cohesive
groups and calculated the modularity of ties within versus between groups. We chose
KliqueFinder because it maximizes the odds of a tie occurring within groups relative to
between groups as expressed in Exponential Random Graph Models [19]. This odds
ratio is very similar to the modularity index. Moreover, KliqueFinder identifies the
number of groups on the fly without a priori or posteriori input from the user, allowing
the process to be fully automated. To measure the percent of variation in behavior
within clusters we calculate the ratio between sum of squares for actors’ behaviors
within each cluster (as identified by Kliquefinder) and the total sum of squares for
actors’ behaviors.
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Abstract. The aim of link prediction is to forecast connections that
are most likely to occur in the future, based on examples of previously
observed links. A key insight is that it is useful to explicitly model
network dynamics, how frequently links are created or destroyed when
doing link prediction. In this paper, we introduce a new supervised link
prediction framework, RPM (Rate Prediction Model). In addition to net-
work similarity measures, RPM uses the predicted rate of link modifi-
cations, modeled using time series data; it is implemented in Spark-ML
and trained with the original link distribution, rather than a small bal-
anced subset. We compare the use of this network dynamics model to
directly creating time series of network similarity measures. Our experi-
ments show that RPM, which leverages predicted rates, outperforms the
use of network similarity measures, either individually or within a time
series.

Keywords: Link prediction · Network dynamics · Time series · Super-
vised classifier

1 Introduction

Many social networks are constantly in flux, with new edges and vertices being
added or deleted daily. Fully modeling the dynamics that drive the evolution of
a social network is a complex problem, due to the large number of individual
and dyadic factors associated with link formation. Here we focus on predicting
one crucial variable–the rate of network change. Not only do different networks
change at different rates, but individuals within a network can have disparate
tempos of social interaction. This paper describes how modeling this aspect of
network dynamics can ameliorate performance on link prediction tasks.

Link prediction approaches commonly rely on measuring topological simi-
larity between unconnected nodes [1–3]. It is a task well suited for supervised
binary classification since it is easy to create a labeled dataset of node pairs;
however, the datasets tend to be extremely unbalanced with a preponderance
of negative examples where links were not formed. Topological metrics are used
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to score node pairs at time t in order to predict whether a link will occur at
a later time t′(t′ > t). However, even though these metrics are good indicators
of future network connections, they are less accurate at predicting when the
changes will occur (the exact value of t′). To overcome this limitation, we explic-
itly learn link formation rates for all nodes in the network; first, a time series is
constructed for each node pair from historic data and then a forecasting model
is applied to predict future values. The output of the forecasting model is used
to augment topological similarity metrics within a supervised link prediction
framework. Prior work has demonstrated the general utility of modeling time
for link prediction (e.g., [4–6]); our results show that our specific method of rate
modeling outperforms the use of other types of time series.

RPM is implemented using Spark MLlib machine learning library. Using
Spark, a general purpose cluster computing system, enables us to train our
supervised classifiers with the full data distribution, rather than utilizing a
small balanced subset, while still scaling to larger datasets. Moreover, we eval-
uate the classifiers with a full test dataset, so the results are representative of
the performance of the method “in the wild”. Our experiments were conducted
with a variety of datasets, in contrast to prior work on link prediction that has
focused on citation or collaboration networks [7]. In addition to a standard co-
authorship network (hep-th arXiv [8]), we analyze the dynamics of an email net-
work (Enron [9]) and two player networks from a massively multiplayer online
game (Travian [10]). Networks formed from different types of social processes
may vary in their dynamics, but our experiments show that RPM outperforms
other standard approaches on all types of datasets.

2 Background

Approaches to the link prediction problem are commonly categorized as being
unsupervised [4,7,11–13] or supervised [8,14–16]. In unsupervised approaches,
pairs of non connected nodes are initially ranked according to a chosen similarity
metric (for instance, the number of common neighbors) [17,18]. The top k ranked
pairs are then assigned as the predicted links. The strength of this paradigm is
that it is simple and generalizes easily to many types of data, but there are
some limitations: for instance, how to a priori select the cutoff threshold for link
assignment? Implicitly, these approaches assume that the links with the highest
scores are most likely to occur and form the earliest; however this is often not
the case in many dynamic networks [18]. If the rank correlation between the
selected metric and the sequence of formed links is poor, the accuracy of this
approach suffers.

Supervised approaches have the advantage of being able to (1) simultaneously
leverage multiple structural patterns and (2) accurately fit model parameters
using training data. In this case, the link prediction task is treated as a classifi-
cation problem, in which pairs of nodes that are actually linked are assigned to
class 1 (positive class), whereas the non-connected ones are assigned to class 0
(negative class). The standard model assumes that feature vectors encapsulating
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the current network structure at time t are used to predict links formed at t+1;
in some sense, this model is “amnesiac”, ignoring the past connection history of
individual nodes. To address this issue, our proposed method, RPM represents
the network with time series. A forecasting model is then used to predict the
next value of the series; this value is in turn used to augment the input to the
supervised learning process.

Fig. 1. Evolution of a network over time. Blue nodes have higher rates of link formation.
This behavior can only be captured by taking temporal information into account; RPM
identifies these nodes through the use of time series. (Color figure online)

2.1 Time Series

To construct the time series, the network G observed at time t must be split into
several time-sliced snapshots, that is, states of the network at different times in
the past. Afterwards, a window of prediction is defined, representing how further
in the future we want to make the prediction. Then, consecutive snapshots are
grouped in small sets called frames. Frames contain as many snapshots as the
length of the window of prediction. These frames compose what is called Framed
Time-Sliced Network Structure (S) [8]. Let Gt be the graph representation of a
network at time t. Let [G1, G2, ..., GT ] be the frame formed by the union of the
graphs from time 1 to T . Let n be the number of periods (frames) in the series.
And let w be the window of prediction. Formally, S can be defined as:

S = {[G1, ..., Gw], [Gw+1, ..., G2w], ...[G(n−1)w+1, ..., Gnw]}
For instance, suppose that we observed a network from day 1 to day 9, and

our aim is to predict links that will appear at day 10. In this example, the forecast
horizon (window of prediction) is one day. Our aim here is to model how the
networks evolve every day in order to predict what will happen in the forecast
horizon. Figure 1 shows an example of the evolution of network over time.

2.2 Network Similarity Metrics

In this paper, we use a standard set of topological metrics to assign scores to
potential links:

1. Common Neighbors (CN) [19] is defined as the number of nodes with direct
relationships with both members of the node pair: CN(x, y) = |Γ (x) ∩ Γ (y)|
where Γ (x) is the set of neighbors of node x.
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2. Preferential Attachment (PA) [7,20] assumes that the probability that a new
link is created is proportional to the node degree |Γ (y)|. Hence, nodes that
currently have a high number of relationships tend to create more links in
the future: PA(x, y) = |Γ (x)| × |Γ (y)|.

3. Jaccard’s Coefficient (JC) [21] assumes higher values for pairs of nodes that
share a higher proportion of common neighbors relative to total number of
neighbors they have: JC(x, y) = |Γ (x)∩Γ (y)|

|Γ (x)∪Γ (y)| .
4. Adamic-Adar (AA) [22], similar to JC, assigns a higher importance to the

common neighbors that have fewer total neighbors. Hence, it measures exclu-
sivity between a common neighbor and the evaluated pair of nodes:

AA(x, y) =
∑

z∈|Γ (x)∩Γ (y)|

1
log(|Γ (z)|) .

These metrics serve as (1) unsupervised baseline methods for evaluating the
performance of RPM and (2) are also included as features used by the supervised
classifiers.

2.3 Datasets

For our analysis, we selected three datasets: player communication and economic
networks from the Travian massively multiplayer online game [10], the popular
Enron email dataset [9], and the co-authorship network from arXiv hep-th [8].
Table 1 gives the network statistics for each of the datasets:

1. Enron email dataset [9]: This email network shows the evolution of the
Enron company organizational structure over 24 months (January 2000 to
December 2001).

2. Travian MMOG [10]: We used the communication and trading networks
of users playing the Travian massively multiplayer online game. Travian is
a browser-based, real-time strategy game in which the players compete to
create the first civilization capable of constructing a Wonder of the World.
The experiments in this paper were conducted on a 30 day period in the
middle of the Travian game cycle (a three month period). Figure 2 indicates
that Travian is a highly dynamic dataset, with over 90% of the edges changing
between snapshots.

3. co-authorship network hep-th arXiv [8]: This co-authorship network
shows the evolution in co-authorship relationships extracted from the arXiv
High Energy Physics (Theory) publication repository between 1991 and 2010.

3 Method

RPM treats the link prediction problem as a supervised classification task, where
each data point corresponds to a pair of vertices in the social network graph. This
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Fig. 2. Dynamics of the Travian network (trades: left and messages: right). The blue
line shows the new edges added, and the red line shows edges that did not exist in the
previous snapshot. (Color figure online)

Table 1. Dataset Summary

Data Enron Travian (Messages) Travian (Trades) hep-th

No. of nodes 150 2, 809 2, 466 17, 917

Link (Class 1) 5, 015 44, 956 87, 418 59, 013

No Link (Class 0) 17, 485 7, 845, 525 5, 993, 738 320, 959, 876

No. of snapshots 24 30 30 20

is a typical binary classification task that could be addressed with a variety of
classifiers; we use the Spark support vector machine (SVM) implementation. All
experiments were conducted using the default parameters of the Spark MLlib
package: the SVM is defined with a polynomial kernel and a cost parameter
of 1. Algorithms were implemented in Python and executed on a machine with
Intel(R) Core i7 CPU and 24 GB of RAM. We have made our code and some
example datasets available at: http://ial.eecs.ucf.edu/travian.php.

In order to produce a labeled dataset for supervised learning, we require
timestamps for each node and edge to track the evolution of the social network
over time. We then consider the state of the network for two different time
periods t and t′ (with t < t′). The network information from time t is used to
predict new links which will be formed at time t′. One of the most important
challenges with the supervised link prediction approach is handling extreme class
skewness. The number of possible links is quadratic in the number of vertices in
a social network, however the number of actual edges is only a tiny fraction of
this number, resulting in large class skewness.

The most commonly used technique for coping with this problem is to balance
the training dataset by using a small subset of the negative examples. Rather
than sampling the network, we both train and test with the original data dis-
tribution and reweight the misclassification penalties. Let G(V,A) be the social
network of interest. Let G[t] be the subgraph of G containing the nodes and
edges recorded at time t. In turn, let G[t′] be the subgraph of G observed at
time t′. In order to generate training examples, we considered all pairs of nodes

http://ial.eecs.ucf.edu/travian.php
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in G[t]. Even though this training paradigm is more computationally demand-
ing it avoids the concern that the choice of sampling strategy is distorting the
classifier performance [16].

Selecting the best feature set is often the most critical part of any machine
learning implementation. In this paper, we supplement the standard set of fea-
tures extracted from the graph topology (described in the previous section),
with features predicted by a set of time series. Let Ft(t = 1, ..., T ) be a time
series with T observations with At defined as the observation at time t and Ft+1

the time series forecast at time t + 1. First, we analyze the performance of the
following time series forecasting models for generating features:

1. Simple Mean: The simple mean is the average of all available data:

Ft+1 =
At + At−1 + ... + At−T

T

2. Moving Average: This method makes a prediction by taking the mean of
the n most recent observed values. The moving average forecast at time t can
be defined as:

Ft+1 =
At + At−1 + ... + At−n

n

3. Weighted Moving Average: This method is similar to moving average but
allows one period to be emphasized over others. The sum of weights must add
to 100 % or 1.00:

Ft+1 =
∑

CtAt

4. Exponential Smoothing: This model is one of the most frequently used
time series methods because of its ease of use and minimal data requirements.
It only needs three pieces of data to start: last period’s forecast (Ft), last
period’s actual value (At) and a value of smoothing coefficient,α, between 0
and 1.0. If no last period forecast is available, we can simply average the last
few periods:

Ft+1 = αAt + (1 − α)Ft

We identify which time series prediction model produces the best rate esti-
mate, according to the AUROC performance of its RPM variant. Parameters of
weighted moving average and exponential smoothing were tuned to maximize
performance on the training dataset. Figure 3 shows that the best performing
model was Weighted Moving Average with n = 3 and parameters C1, C2 and C3

set to 0.2,0.3, and 0.5 respectively.

3.1 Results

Our evaluation measures receiver operating characteristic (ROC) curves for the
different approaches. These curves show achievable true positive rates (TP) with
respect to all false positive rates (FP) by varying the decision threshold on
probability estimations or scores. For all of our experiments, we report area
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(a) (b) (c)

Fig. 3. Performance of RPM using different forecasting models on (a) Travian Messages
(b) hep-th (c) Enron. Weighted Moving Average is consistently the best performer
across all datasets and is used in RPM.

Table 2. AUROC Performance

Algorithms / Networks Travian(Messages) Travian(Trades) Enron hep-th

RPM 0.8970 0.7859 0.9399 0.7834

Supervised-MA 0.8002 0.6143 0.8920 0.7542

Supervised 0.7568 0.7603 0.8703 0.7051

Common Neighbors 0.4968 0.5002 0.7419 0.5943

Jaccard Coefficient 0.6482 0.4703 0.8369 0.5829

Preferential Attachment 0.5896 0.5441 0.8442 0.5165

Adamic/Adar 0.5233 0.4962 0.7430 0.6696

under the ROC curve (AUROC), the scalar measure of the performance over all
thresholds. Since link prediction is highly imbalanced, straightforward accuracy
measures are well known to be misleading; for example, in a sparse network,
the trivial classifier that labels all samples as missing links can have a 99.99 %
accuracy.

In all experiments, the algorithms were evaluated with stratified 10-fold cross-
validation. For more reliable results, the cross-validation procedure was executed
10 times for each algorithm and dataset. We benchmark our algorithm against
Supervised-MA [8]. Supervised-MA is a state of the art link prediction method
that is similar to our method, in that it is supervised and uses moving average
time series forecasting. In contrast to RPM, Supervised-MA creates time series
for the unsupervised metrics rather than the link formation rate itself. Super-
vised is a baseline supervised classifier that uses the same unsupervised metrics
as features without the time series prediction model. As a point of reference,
we also show the unsupervised performance of the individual topological met-
rics: (1) Common Neighbors, (2) Preferential Attachment, (3) Jaccard
Coefficient, and (4) Adamic-Adar. Table 2 presents results for all methods
on Travian (communication and trade), Enron, and hep-th networks. Results for
our proposed method are shown using bold numbers in the table; in all cases,
RPM outperforms the other approaches. Two-tailed, paired t-tests across mul-
tiple network snapshots reveal that the RPM is significantly better (p < 0.01)
on all four datasets when compared to Supervised-MA.
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We discover that explicitly including the rate feature (estimated by a time
series) is decisively better than the usage of time series to forecast topological
metrics. The rate forecast is useful for predicting the source node of future links,
hence RPM can focus its search on a smaller set of node pairs. We believe a
combination of topological metrics is useful for predicting the destination node,
but that relying exclusively on the topological metrics, or their forecasts, is less
discriminative.

4 Related Work

The performance of RPM relies on three innovations: (1) explicit modeling of link
formation rates at a node level, (2) the usage of multiple time series to leverage
information from earlier snapshots, (3) training and testing with the full data
distribution courtesy of the Spark fast cluster computing system. Rate is an
important concept in many generative network models, but its usage has been
largely ignored within discriminative classification frameworks. For instance, the
stochastic actor-oriented model of network dynamics contains a network rate
component that is governed by both the time period and the actors [23]. RPM
does not attempt to create a general model of how the rate is affected by the
properties of the actor (node), but instead predicts the link formation rate of
each node with a time series.

Time series are useful because they enable us to track the predict future net-
work dynamics, based on the past changes. Soares and Prudêncio [8] investigated
the use of time series within both supervised and unsupervised link prediction
frameworks. The core concept of their approach is that it is possible to predict
the future values of topological metrics with time series; these values can either
be used in an unsupervised fashion or combined in a supervised way with a clas-
sifier. In this paper, we compare RPM to the best performing version of their
methods, Supervised-MA (Supervised learner with Moving Average predictor),
that we reimplemented in Spark and evaluated using our full test/train distri-
bution paradigm, rather than their original sampling method. Predicting the
rate directly was more discriminative that predicting the topological metrics.
We predict the rate of the source node’s link formation using a time series, in
contrast to Huang et al. [4] who used a univariate time series model to predict
link probabilities between node pairs. In our work, we use a supervised model
to assign links, rather than relying on the time series alone.

Feature selection is especially critical to the performance of a supervised
classifier. For co-authorship networks, Hasan et al. [14] identified three impor-
tant categories of classification features: (1) proximity (for comparing nodes) (2)
aggregated (for summing features across nodes), and (3) topological (network-
based). In our work, we only use network-based features, since those are the
easiest to generalize across different types of networks; both proximity and aggre-
gated features require more feature engineering to transfer to different datasets.
Wang and Sukthankar [11] promoted the importance of social features in both
supervised and unsupervised link prediction; social features aim to express the
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community membership of nodes and can be used to construct alternate distance
metrics. However we believe that rate generalizes better across different types
of dynamic networks; moreover it can be easily combined with dataset-specific
feature sets.

5 Conclusion and Future Work

In this paper, we introduce a new supervised link prediction method, RPM
(Rate Prediction Model), that uses time series to predict the rate of link forma-
tion. By accurately identifying the most active individuals in the social network,
RPM achieves statistically significant improvements over related link predic-
tion methods. Unlike the preferential attachment metric which identifies active
individuals based on the degree measure of a single snapshot, RPM measures
time-sliced network structure and finds individuals whose influence is rapidly
rising. Our experiments were performed on networks created by a variety of
social processes, such as communication, collaboration, and trading; they show
that the rate of link generation varies with the type of network. In future work,
we plan to extend this method to do simultaneously link prediction on differ-
ent layers of multiplex networks, such as Travian, by modeling the relative rate
difference between network layers.
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Abstract. Studying the flow of influence in social media can allow
insight into the nature of the agents involved and the corresponding
actions that they take. In this paper, we study the influence of content
among social media users with a concept called directed information
(DI). Originally found in information theory, DI measures the amount
of causal influence that an agent’s actions have on others. By estimating
these quantities, influence networks are built that show the leaders and
followers of a social circle. In order to demonstrate this technique, we
extract tweets from the US presidential candidates and build an influ-
ence network. The time-varying influence is extracted using an extension
of DI called adaptive directed influence (ADI), which is able to identify
changes in influence over different timescales. Using the example of presi-
dential candidates, we are able to show the power of building an influence
network using DI and ADI and we compare and contrast with other rel-
evant metrics.

1 Introduction

Often times, we are interested in characterizing the interactions between a set
of agents. We are specifically interested in the case where we do not assume any
time invariant structure - we assume that these agents change their behaviors,
actions, and influences over time. Thus, a metric is needed that incorporates this
inherent time sensitivity into its calculations. In this paper, directed information
(DI), a metric that finds its origins in information theory, is used to measure the
influence of one agent on another, and vice versa. Using these pairwise calcu-
lations, one is then able to create an influence network; this allows for the end
user to quickly and efficiently understand the influence topology between all of
the agents in a social circle.

Directed information, however, is not enough to efficiently understand the
time-varying structure of influence. Thus, adaptive directed information (ADI)
is introduced to fill this gap. ADI can be thought of as a windowed version of
DI, so that the analyst has control over the timescale that is of interest to them.
Using ADI, it is possible to see slow trends or changes in influence in the data,
as well as event-based changes in influence that are on a shorter timescale.
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In order to illustrate the effectiveness of DI and ADI, they are applied to
a Twitter dataset of the current US presidential candidates, whose names and
abbreviations are shown in Table 1. Using this data, relevant information about
the influence among candidates can be extracted using a combination of DI,
ADI, and a multinomial model that encapsulates the interaction between the
content of the tweets.

The paper is structured as follows: Sect. 2 describes the concept and cal-
culation of DI and ADI. It also describes the assumptions we make about the
data to perform tractable estimation. Section 3 gives an overview of the Twitter
dataset extracted from the REST API. Section 4 shows the application of DI
and ADI to the datasets, and we discuss some interesting results that appear.
Section 5 describes some related work on DI, including references that describe
the underlying theory, as well as applications that have been seen in the past.
Finally, Sect. 6 concludes with a summary of the paper and future directions for
this work.

2 Methods

2.1 Directed Information

We are interested in extracting influences in content among users. In order to do
this, we introduce a notion called directed information (DI). DI was originally
used in an information theoretic context [5], where the goal was to measure
causality in a channel with feedback. Before mathematically defining what DI
is, an example is needed to give the reader a qualitative idea of what DI is
measuring.

Assume that there are two agents, Vx and Vy (see Fig. 1). For each time step
m = 1, . . . ,M , we are able to observe two feature vectors, Xm, Ym, corresponding
to users Vx, Vy. In the case of Fig. 1, the content of speech can be encapsulated

Fig. 1. Influence over time of two agents. In this diagram, we see initially that agent Vx

is talking about sports, while agent Vy is talking about food. As they continue talking
in a shared space, they influence each other. Vx influences Vy to a greater degree, so
by the next time step Vy is mostly talking about sports. However, we see that Vx is
talking a little about food due to the small influence that Vy has had on them.
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into a discrete feature vector. Using these feature vectors, and knowledge of their
underlying distributions, the objective is to measure the influence the two users
have over one another. DI attempts to capture this influence.

The DI between two users Vx, Vy is a measure of the causal information
flow from Vx to Vy. DI can also be thought of as a generalization of mutual
information, which is a commonly used metric in information theory and other
fields. Let us now mathematically define DI:

I(Vx → Vy) =
M∑

m=1

I(X(m);Ym|Y (m−1)), (1)

where I(A;B|C) is conditional mutual information. It is easy to show that this
measure is asymmetric. With basic principles, it is possible to write DI as a sum
of conditional Shannon entropies:

I(Vx → Vy) =
M∑

m=1

[
H(Ym|Y (m−1)) − H(Ym|Y (m−1),X(m))

]
. (2)

Here, the notation X(j) = [X1 . . . Xj ] is used to represent the random fea-
tures from Vx up to and including timestep j. Note that in order to calculate
the DI between users Vx and Vy (or vice-versa), some prior knowledge of the
joint distributions of [X(m), Y (m)] is necessary, or at least the ability to estimate
such quantities. In this paper, we assume that each feature vector is distributed
as a discrete multinomial vector. Estimation of these quantities can be a chal-
lenging problem, especially when dealing with discrete variables - the number
of parameters to estimate can explode quickly with the time parameter M and
feature length k. In the next sections, we introduce some assumptions that help
alleviate this issue.

2.2 Markovian Assumptions

In order to keep the number of parameters to estimate at a minimum, a Markov
assumption is introduced:

P (Xm|Y (m),X(m−1)) = P (Xm|Ym, Ym−1,Xm−1), (3)

P (Ym|X(m), Y (m−1)) = P (Ym|Xm,Xm−1, Ym−1). (4)

In words, it’s assumed that the current feature vector from Vx is only depen-
dent on its previous feature vector and the current and previous feature vector
from Vy. This allows us to model the joint distribution of the feature vectors
simply, while still capturing some dependence structure. In particular, the cal-
culation of DI is now possible with the following formula:

I(Vx → Vy) = H(Xm−1, Ym, Ym−1) − H(Xm,Xm−1, Ym, Ym−1) (5)
+ H(Ym, Ym−1) − H(Ym−1).
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2.3 Modeling Tweets as a Concatenated Multinomial Model

With Twitter, incoming tweets are modeled as multinomial feature vectors over a
set vocabulary of words. In order to calculate the DI, there must be some assump-
tion about the joint interaction of the random multinomial vectors, whether it
be an assumption on their conditional or joint distributions. This is necessary in
order to calculate the directed information. In this case, the random vectors are
modeled using a concatenated multinomial model. With the Markov assump-
tion, it is only necessary to estimate the joint distribution of four multinomial
vectors. We model the joint distribution of vectors W1,W2,W3,W4 as:

P (W1 = w1,W2 = w2,W3 = w3,W4 = w4) =
n!

∏4
i=1

∏k
j=1 wij !

4∏

i=1

k∏

j=1

θ
wij

ij , (6)

where n = n1 + n2 + n3 + n4, and ni is the number of trials for each separate
multinomial vector. From this assumed model, it is possible to produce the
appropriate condensed joint and marginal distributions necessary to calculate
DI. It should be noted that this introduces an implicit dependence among the
multinomials, which decays with 1/k, the length of the feature vectors.

Given this model, the task is now to estimate the parameters. Specifically, it
is necessary to estimate θij , i = 1, . . . , 4, j = 1, . . . , k. A simple MLE estimator
is used for each parameter:

θ̂ij =
wij

n
. (7)

This is then used to obtain an estimate of the joint entropy:

Ĥ(W1,W2,W3,W4) = −n

⎛

⎝
4∑

i=1

k∑

j=1

θ̂ij log2 θ̂ij

⎞

⎠ . (8)

2.4 Adaptive Directed Information

In order to observe the time-varying aspect of the data, the concept of adaptive
directed information (ADI) is introduced. This takes the previously calculated
DI and computes a moving average, or convolution, with a specified window:

Im(Vx → Vy) =
m∑

i=1

g(m, i)I(X(i);Yi|Y (i−1)). (9)

Two examples of a sliding window include the uniform window g(t, i) =
1/T, |t − i| ≤ T , and the exponential window g(t, i) = e(t−1)λct, i ≤ t, λ > 0 and
ct = (1 − e−λ)/(1 − e−(t+1)λ).
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3 Presidential Candidate Twitter Dataset

In order to test this model on real data, tweets were collected using the REST
API system. In particular, we study the influences of the current US presidential
candidates. From October 1st to January 13th, all the tweets from each presiden-
tial candidate’s Twitter account were collected, totaling 12132 tweets over the
three and a half month period. Figure 2 shows the cumulative number of tweets
for each candidate, with one standard deviation around the mean shaded. Only
two candidates fall outside this area. Senator Rick Santorum tweets less than
other candidates, and is generally less than one standard deviation below the
mean. The large outlier in terms of volume, however, is Mr. Donald Trump, who
has over 700 tweets more than the next highest candidate, and almost triple the
mean. One aspect that the influence graphs will allow us to explore is the inverse
correlation between the volume of tweets and the amount of influence on other
candidates.

Before performing the directed information analysis, some preprocessing was
performed. The tweets were aggregated into 12 h windows. This allows the can-
didates with a low volume of tweets to still have data at most timesteps. After
binning the data, the tweets were parsed, while eliminating confounding entities
such as URLs and mentions. Further, the remaining data was stemmed using
the Porter stemmer, and words that had a document frequency less than 10
were discarded. Similarly, words that had appeared in over 50 % of the binned
documents were thrown out. This left 1554 words to be used as features.

Fig. 2. Volume plot of Twitter dataset. The plot shows Mr. Donald Trump as the
major outlier in terms of volume of tweets. There is also a bimodal distribution between
candidates who heavily employ social media, such as Sen. Bernie Sanders, Sec. Hillary
Clinton, and Gov. Jeb Bush, and those who do not, such as Gov. John Gilmore, Mrs.
Carly Fiorina, and Sen. Rick Santorum.
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4 Results

Figure 3 shows the relative DI networks over the entire time period. The relative
DI of two users Vx and Vy is the difference between their DI w.r.t. one another.
The direction of the arrow shows the direction of influence as measured by rel-
ative DI. The network on the left shows all the connections that were above
the mean relative DI, while the network on the right shows those edges whose
z-scores were above 1.645, which corresponds to a p-value of 0.05.
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Fig. 3. DI graphs. The graph on the left shows all connections that are above the mean
in value for relative DI. The graph on the right shows the connections whose z-scores
were above 1.645, corresponding to a p-value of 0.05. In both graphs, the node size is
relative to the total volume of tweets, and the shade and width of the edges correspond
to the magnitude of relative DI.

From the networks and Table 1, we see that volume of tweets is inversely
correlated with the influence over other candidates. Indeed, the two candidates
with the largest volume of tweets (Mr. Trump and Sen. Sanders) are the most
influenced. We see, however, that this relationship is more subtle. For instance,
Sec. Hillary Clinton is an influencer in the network on the left of Fig. 3, despite
her having a relatively large tweet count. Although her total DI is negative, her
most significant connections are her influencing others.

We also see from the network on the left that the most significant edges
are those connected to Mr. Trump, as he is being heavily influenced overall.
One possible explanation is that those who tweet at a high frequency are both
repetitive as well as responding to content that other candidates are creating.
For comparison, we provide another network based on hashtag co-usage among
candidates. This network was created by counting the number of times that two
candidates used the same hashtag (Fig. 4).
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In the hashtag networks, especially in the case of the thresholded graph with
a p-value of 0.05, there is community structure along party lines. This suggests
that there are some hashtags that are used within the parties and primaries more

Table 1. Table of candidates, their names, total DI, and total tweet volume.

Candidate Abbreviation Total Tweets Total DI DI per Tweet

Mr. Donald Trump DT 2131 −34046.9 −15.98

Sen. Bernie Sanders BS 1337 −19486.1 −14.57

Gov. Jeb Bush JB 1131 −12185.2 −10.77

Sec. Hillary Clinton HC 1033 −4959.0 −4.80

Sen. Rand Paul RP 1022 −2598.8 −2.54

Sen. Ted Cruz TC 1003 3225.5 3.21

Gov. John Kasich JK 658 3840.3 5.84

Sen. Marco Rubio MR 651 5976.7 9.18

Gov. Mike Huckabee MH 594 7090.3 11.94

Gov. Martin O’Malley MO 574 6111.8 10.65

Gov. Chris Christie CC 564 7345.2 13.02

Dr. Ben Carson BC 512 9005.4 17.59

Mrs. Carly Fiorina CF 342 11147.0 32.59

Gov. John Gilmore JG 326 9899.6 30.36

Sen. Rick Santorum RS 254 9634.1 37.93
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Fig. 4. Hashtag networks. These networks were built using co-usage of hashtags. The
network on the left shows the connections whose weights were above the mean, while
the network on the right shows the connections whose z-scores were above 1.645, corre-
sponding to a p-value of 0.05. In both networks, size of the node is associated with the
amount of hashtag usage in general, while the shade and width of the edge is associated
with the number of co-usages of hashtags.
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frequently than they are used elsewhere. There are also a few strong connections
among candidates that are not particularly active Twitter users, such as Mike
Huckabee and Rand Paul.

While the advantage of the hashtag network is that it allows us some insight
into community structure by leveraging the usage of commonly used hashtags,
its disadvantage is that it does not take into account time. If one candidate
repeats everything that another candidate said a day later, then that candidate
has been heavily influenced. The näıvely constructed hashtag network would not
see this one-sided flow of information.

We are also interested in time varying phenomena. Figure 5 uses adaptive
directed information (ADI) and the ego network of Sec. Clinton to show how a
candidate’s influence varies over time, from an influencer to being heavily influ-
enced and vice versa. The calculations for ADI were made with an exponential
window with λ = 0.07, corresponding to an approximately 20 day period. The
edge weights correspond to the magnitude of the relative ADI, while the direction
corresponds to the sign.

Near the beginning of the dataset, we see that Sec. Clinton is heavily influ-
enced by nodes in the network. More recently, however, we see that she is an
influencer on others, and in fact she heavily influences the largest nodes in the
network, Sen. Sanders and Mr. Trump.

Fig. 5. Ego networks of adaptive directed information (ADI) for two time periods.
These two networks represent the influence of Sec. Clinton. The network on the left
was taken from October 24th, while the second is from December 19th. The ADI was
calculated with an exponential window with λ = 0.07, approximately corresponding
to a 20 day period. We notice that at the beginning of October, Sec. Clinton was
heavily influenced by the rest of the network. More recently, however, she is more of
an influencer than she is influenced by others.
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Fig. 6. A plot of ADI and windowed tweet volume for three Republican candidates. We
see that while there is an inverse correlation between volume of tweets and ADI, this
correlation is not always perfect. For instance, in some timespans, while Sen. Cruz’s
volume rises, his total ADI stays approximately equivalent to that of Sen. Rubio’s.

Figure 6 shows a plot of total ADI and corresponding windowed tweet volume
over time for three Republican candidates: Sen. Rubio, Mr. Trump, and Sen.
Cruz. Total ADI is calculated by summing all ADI of a candidate, both outgoing
(positive) and incoming (negative) influence. The windowed tweet volume is
calculated by a convolution with the same window used to calculate ADI. We
see that Mr. Trump tweets a significant amount more than the others over time,
and has a correspondingly small influence. While volume in general inversely
correlates with influence, we see in the case of Sen. Cruz that this is not always
true, as his peaks in windowed volume do not always correspond with a decrease
in ADI. For instance, in the period from Nov. 21st to Dec. 12th, Sen. Cruz’s
ADI is comparable or greater than Sen. Rubio’s ADI, despite Sen. Cruz’s rise in
volume of tweets over that period.

5 Related Work

Directed information was originally an information theoretic quantity developed
as a generalization of mutual information for channels with potential feedback [5].
Since then, it has been developed for countably infinite alphabets and ergodic
processes [8], and has had multiple types of estimators over the years for various
models, both discrete [2,4,7] and mixed regimes [3]. DI’s connection with the
concept of Granger causality has also been explored [1]. To the best of our
knowledge, adaptive directed information is a new concept.

The applications of DI in its various forms have included video indexing [2],
EEG analysis [3], portfolio theory [6] and social network analysis [7]. Our analysis
greatly differs from [7], as they use a keyword based time-arrival model; we are
less interested in arrival times and more interested in the content of messages.
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6 Conclusion and Future Work

This work examined the influence of people over time on Twitter. Specifically,
tweets were extracted from the US presidential candidates, and the influence
they have on each other was measured. Using the concept of directed informa-
tion, time-varying influence and dependence was visualized in a network struc-
ture. Using this technique, nodes with heavy outdegree were identified, which
correspond to heavy influencers, as well as nodes with heavy indegree, which are
candidates who follow the discussion, but don’t lead it. Using ego networks on
a particular candidate and the novel concept of adaptive directed information,
we were also able to see that a node’s role may change over time. Finally, total
ADI was used to explore the change in influence over time of certain candidates.

Moving forward with this work, we would like to understand the theoretical
aspects of DI and ADI better, and be able to understand some finite sample
error bounds that might be applied to this model. In addition, regularization
might be useful to lower the MSE of the DI estimator. Finally, early tests have
shown this method to be useful on much larger datasets - this would increase
the applicability of this method greatly.
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Abstract. Link prediction is crucial in various real world applications
such as social network analysis and recommendation systems. For exam-
ple, in social networks, where social actors and their ties (friendship
or collaboration) are represented as nodes and links, link prediction
can help anticipate future social tie formation. This problem has gener-
ally been tackled through computing a “similarity” – measured through
graph topological structure or various node attributes and relationships
among them (e.g. researcher’s affiliation or research interest). However,
when considering multiple relationships, existing link prediction meth-
ods often ignored that similarities across different relationships may be
“non-transitive”, i.e., they are not necessarily consistent with each other.
Here, we develop a semi-supervised link prediction method via a Multi-
Component Hashing framework. We derive multiple hashing tables for
nodes in a network with each hash table corresponding to a particular
type of non-transitive similarity aspect such as prior collaboration expe-
rience or topical interest. New links are predicted based on whether nodes
are closer in the hashing tables. Results on three co-authorship networks
show that our approach outperforms the state-of-the-art unsupervised
and supervised methods. The results also show the superiority of our
method in cold-start link prediction setting, where no or little knowledge
about the nodes’ network positions is given in the training phase.

1 Introduction

Network has become an increasingly popular way to model many phenomena
in the world, which represents entities as nodes and relationships as links. The
relationships can be friendships among people, collaborations among researchers,
and interactions between proteins, etc. However, networks are highly dynamic,
since they grow and evolve over time with the addition of new edges signifying the
formation of new interactions between nodes [9]. Therefore, predicting possible
links in a network is an interesting but challenge issue and has been attracted
more attention recently.

In the link prediction problem, we are given a snapshot of a network and seek
to infer new links among nodes that are likely to occur in the near future. Link
prediction can be beneficial in various fields such as social network analysis,
recommendation systems and bio-informatics. For example, it can be used to
predict new friendships in social networks (e.g., in Facebook) [2], or recommend
c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 162–173, 2016.
DOI: 10.1007/978-3-319-39931-7 16
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new collaborations among researchers [5], which leads to better research teams.
In a protein-protein interaction network, where below 1% links are known [16],
link prediction can help find possible links instead of conducting arduous and
expensive experiments.

Link Prediction Challenges. The link prediction problem is challenging at
least in the following four aspects. First, besides network information (connec-
tions among nodes), in many cases we have external information such as node
attributes [12]. For example, in a co-authorship network among researchers, we
might have research profile information as node attributes such as affiliations
or published papers. Such information can be valuable in link prediction, espe-
cially when the nodes are sparsely connected (i.e., the cold-start problem [8]).
However, most existing studies only employ network topological structures while
ignoring node attribute information. A proper combination of both topological
information and external information is expected to enhance link prediction per-
formance.

Second, links may have different semantics and a simple aggregation without
differentiating link semantics may be ineffective for link prediction. Classical link
prediction approaches predict links based on the “similarity” of two nodes [11],
assuming all similarities are transitive, e.g., if A and C are both similar to B, then
A is similar to C. However, in social networks such assumption does not neces-
sarily hold especially when the similarity relationships are derived from multiple
dimensions (e.g., geographical distance, research interest, etc.). As shown in
Fig. 1, we have a so-called “non-transitive” relationship among three researchers
{A,B,C} in a co-authorship network. The similarities among {A,B,C} are deter-
mined by two different dimensions: affiliation and research interest. On affiliation
dimension, A and B are similar, and on research interest dimension, B is similar
to C. A simple similarity computation may yield a result indicating A and C are
similar, whereas in reality A is dissimilar to C on both dimensions. Therefore,
an effective leveraging of non-transitive similarities from multiple dimensions in
link prediction requires significant future explorations.

Law

AI

AI

Law

AI

AI

Co-authorship network Co-affliation Co-research Interest

AAA

B B B

C C C

Fig. 1. An illustration of non-transitive similarity in social networks. The solid line
represents similarity relationship, and the dashed line with cross represents dissimilarity
relationship.
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The third and forth challenges are imbalance and scalability. Link prediction
datasets are always extremely imbalanced: the number of positive links (e.g.
links to be present) is significantly less than the number of negative links (e.g.
links to be absent) [12]. Supervised classifier based methods, where a classifier is
trained to discriminate between positive and negative links, use under-sampling
and over-sampling to overcome imbalance [10], while leading to information loss
or over-fitting. Another issue is scalability. Methods based on topological sim-
ilarities between nodes like Adamic/Adar [1], generally scale to large graphs,
by reason of only requiring simple operations on the adjacency matrix, but they
ignore the node attributes. For classifiers methods, the downsampling technology
can reduce computational cost but suffer from losing information.

Our Approach. We develop a semi-supervised model via a Multi-Component
Hashing framework, in which nodes in networks are represented via multiple
hashing tables. Each hash table encodes one type of similarity aspect such as
previous collaboration or topical interest in co-author networks. New links are
predicted based on node distance in the hashing tables.

Our main contributions include:

1. New link prediction approach: We propose a new link prediction model
via a Multi-Component Hashing framework to address several challenges in
link prediction problem, including effective fusion of topological and node
attributes, non-similarity between nodes, data imbalance and scalability.

2. High prediction performance: We conduct extensive experiments on three
large co-authorship networks, showing that the proposed approach outper-
forms all the state-of-the-art unsupervised and supervised methods.

3. Handling Cold-start: Experiments also show the effectiveness of our
method in cold-start link prediction, where no or little knowledge about the
nodes’ network positions is given in the training phase.

2 Related Work

Link Prediction. Prior studies on link prediction approaches mainly fall into
two groups: unsupervised and supervised learning methods. Most unsupervised
methods are based on similarity derived from graph topological properties [11].
Most commonly-adopted similarity based methods include Adamic-Adar, Jac-
card Index, Katz Index and PageRank, and etc. [9]. A comprehensive experiment
for understanding the pros and cons of each method was performed by [9] on
five co-author networks, which shows the usefulness of topological information.

Supervised learning, on the other hand, is to learn optimal parameters of
proximity metric for future link prediction. Typical approaches are supervised
classifiers [10], such as neural networks and support vector machines (SVM).
Since they require a set of ground-truth labels about positive and negative links,
and negative links are often several times more than positive links, data sam-
pling approaches such as down-sampling (of negative links) or over-sampling
(of positive links) strategies are adopted to overcome the data imbalance issue.
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However, data re-sampling is often criticized for either causing information loss
or over-fitting. Besides, feature extraction and selection are also challenging.
A matrix factorization method is proposed in [12] using the linear combina-
tion of explicit and latent features for nodes or links. [2] predicts links based on
supervised random walk guided by node attributes. Probabilistic models learned
from the observed network could also be used in link prediction [11]. The major
drawback of those supervised methods is that they do not scale well. Hetero-
geneous information may be combined to predict different types of links; for
example [4] solves the link prediction task using a tensor decomposition model.
But the present work is different and focuses on predicting new links of the same
type using heterogeneous information, including different types of relations and
attributes. Also, none of the existing link prediction methods consider the non-
transitive similarity problem.

Hashing. Hashing is a dimension reduction approach that transforms informa-
tion into a short code consisting of a sequence of bits. It has been successfully
and widely applied for indexing large-scale datasets and similarity search. Var-
ious hashing methods such as locality sensitive hashing, spectral hashing and
independent component analysis (ICA) hashing are proposed in current studies
[21]. More recently, a multi-table hashing method is proposed in [14], to capture
the latent similarity components. [15] proposed a link prediction method using
locality-sensitive hashing, but the hashing is only used in searching. However,
there remains insufficient research of using hashing for link prediction, which
drives us to further explore this topic.

Non-transitive Similarity. Non-transitive similarity (See Sect. 1) is identified
as an important problem in various fields. In social networks, many prior stud-
ies on this topic only studied in detecting overlapping communities in multiple
relational networks [18]. However, they did not consider non-transitive similar-
ity in link prediction. Our method is to use multi-hashing method to deal with
non-transitive similarity in link prediction.

3 Proposed Method

In this section, we describe our semi-supervised link prediction model via a Multi-
Component Hashing framework [14], which could be also used in unsupervised
setting. In unsupervised setting, we use an undirected/ directed network at time
τ to predict new links at time τ + 1; in semi-supervised setting, besides network
at τ , we have the information of this network at time τ + 1 and to predict the
remaining new links at time τ + 1. We derive multiple hashing tables for nodes
with each hash table corresponding to a particular type of similarity aspect. For
example, in Fig. 1, we have two hash tables to capture affiliation and research
interest similarity aspect in co-author network and each node is assigned with
a hash code in each table. New links can be predicted based on the closeness of
the nodes in the hashing tables.

In the remaining of this section, We will formulate the problem and then
describe an unsupervised model. Then, we extend it to a semi-supervised one.
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3.1 Problem Formulation

We are given a undirected graph Gτ
V = 〈V,Eτ 〉 at time τ , in which each edge

eτ = 〈u, v, τ〉 ∈ Eτ represents a link between node u and v at time τ , and
u, v ∈ V . The number of nodes in this graph is N and |V | = N . We also have a
L-dimensional feature matrix for these N nodes X ∈ R

L×N derived from node
attributes or topological information. Our goal is to learn M hash tables with
length-K hash code in each hash table (i.e., each node is assigned with a K-bit
hash code in each hash table). The values in each hash tables can be any real
number or binary values. The m-th hash table denoted as H(m)

raw ∈ R
K×N and

H(m)
bin ∈ {−1, 1}K×N , where each column corresponds to a hash code of one node.

For simplicity, we use Hm to represent either H(m)
raw or H(m)

bin . Then, the M hash
tables can be represented as

H = [H(1)T ,H(2)T , · · · ,H(M)T ]T . (1)

To generate the hash tables, we learn a set of linear projection matrices W =
[W(1),W(2), · · · ,W(M)] ∈ R

L×KM . The m-th hash table can be calculated by

H(m)
raw = W(m)TX, (2)

H(m)
bin = sgn(H(m)

raw), (3)

where the sgn function of a real number is +1 for a positive number, and −1 for
zero or a negative number.

To encode the non-transitive similarity, we define three types of relationship
between node pairs: similar, dissimilar and unknown. One can express the rela-
tionship information by defining a N × N matrix Rτ ∈ {−1, 0, 1}N×N . Rτ

ij = 1
means node pair (vi, vj) are similar; Rτ

ij = −1 means dissimilar and Rτ
ij = 0

means the relationship is unknown. The similarity can be approximated using
hash codes in the m-th hash table similarity through inner product:

S(m) = H(m)TH(m). (4)

The goal is to lean a W so that the hashing codes satisfy the properties that
Sij is large when Rτ

ij = 1 and small when Rτ
ij = −1. As we have M hashing

tables, the aggregated similarity is defined as the maximum of similarities in M
hash tables [14]:

Sij = g(S1
ij , S

2
ij , · · · , SM

ij ) = max{Sm
ij }M

m=1. (5)

The objective is to learn matrix W by minimizing the difference between of Rτ

and S through a loss function f(·):

min
W

f(Rτ ,S). (6)

The loss function will be defined concretely in the next sections.
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3.2 Unsupervised Model Formulation

Multi-component Hashing. In this section, we use the binary hashing code
Hbin (defined in Eq. (3)) to calculate similarity among nodes. As Eq. (5) is hard
to solve, we use the softmax function [14] to approximate the maximum function:

Sij =

∑M
m=1 Sm

ij eSm
ij

∑M
m=1 eSm

ij

(7)

We use the same objective function as in [14], which matches the assumption
that similar node pairs are closer in hashing tables:

LE =
∑

ij

log(1 + e−Rτ
ijSij ). (8)

To avoid overfitting, one would like to maximize entropy principle by maximizing
the variance of a bit [20]. Also, we restrict the magnitude of linear projections
to be small. Therefore, two regularization terms are added [14]:

LR = γ1
∑

i�=j

(WT
i Wj)2 + γ2‖W‖2F . (9)

The final objective function is

min
W

L = LE + LR. (10)

However, the hashing function (Eq. 3) is not continuous, making the final
objective intractable, so we use the smooth sigmoid function for approximation.

H =
2

1 + e−WT X
− 1. (11)

Then the problem could be solved by many optimization methods efficiently
when relational matrix R is sparse [14] (here we use Gradient Decent method).

Multi-component Hashing Raw Value. In the above section, we encode
nodes features into a sequence of binary values, which loses much information.
Therefore, we can also use the raw value Hraw defined by Eq. 2, which contains
more information than Hbin. The linear projection function W could be obtained
by substituting Eq. (2) into objective function (Eq. (8)) and use the same regu-
larizers (Eq. (9)). Unlike Eqs. (2), and (3) is continuous which makes objective
function tractable; therefore, we do not need the smooth sigmoid function as
shown in Eq. (11).

3.3 Semi-supervised Extension

If we consider link prediction as classification problem to discriminate between
positive links labeled as 1 (i.e. links that will form at time τ + 1), and negative
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links labeled as 0 (i.e. links that will not form at τ + 1), the aforementioned
methods are unsupervised methods because we do not have any labeled data
in training the hash codes. In this section, we extend our methods to be semi-
supervised ones, where we add the information of partially labeled data (i.e.,
a subset of nodes and actual links among them) at τ + 1 as regularizer to the
original objective function (Eq. 10) in Sect. 3.2 to train the model and to predict
for the remaining data at time τ + 1.

In addition to the graph at time τ (Gτ
V ), we also know Gτ+1

VL
, which is the

graph of labeled nodes VL (where VL ⊂ V and |VL| = NL � |V | = N) at time
τ + 1. The task is to predict links at time τ + 1 for the remaining nodes VU

(i.e., unlabeled data), where VL ∪ VU = V . Similar to Sect. 3.1, we divide the
labeled nodes (VL) into categories: “similar” (i.e. node pairs having actual links)
and “dissimilar” (i.e. node pairs having no links). Note that we only have two
categories instead of three. A relational matrix Rτ+1 ∈ {−1, 1}N1×N1 is built,
where Rτ+1

ij = 1 means node pair (vi, vj) are linked and Rτ+1
ij = −1 means

not linked at time τ + 1. The similarity Sij between hashing codes generated
by linear projection matrix W should be large when Rτ+1

ij = 1 and small when
Rτ+1

ij = −1. Similar to Sect. 3.2, the regularizer could be written as

LE label =
∑

ij

log(1 + e−Rτ+1
ij Sij ). (12)

Then the final objective function for semi-supervised method becomes:

min
W

Lsemi = LE + LR + LE label. (13)

3.4 Link Prediction with Hashing Codes

Once the linear projection W is learned, the M hashing tables (Hbin or Hraw)
for all nodes in the network could be easily computed using Eqs. (2) and (3). In
this section, we describe how to perform link prediction using multiple hashing
tables.

The main idea is that two nodes are more likely to form link if their hashing
codes are “closer”. The most common measurement for hashing code is hamming
distance, but we do not use it because of two reasons: (1) The nodes will not be
discriminative enough, since hamming distance only have K + 1 discrete values
(i.e., {0, 1, 2, · · · ,K}) if the length of hashing code is K. (2) Hamming distance
is not suitable for Hraw, where each element is not binary. Therefore, we use
cosine of similarity between two hashing codes to measure similarity between
hashing codes, defined as Sim

(m)
cosine = (h(m)

1 · h
(m)
2 )/‖h

(m)
1 ‖‖h(m)

2 ‖, where h
(m)
1 ,

h
(m)
2 belong to each hashing code in m-th hash table. For a given node vs, we

rank other nodes (with nonexistent link to vs) by the hashing code similarity
with vs with descending order and the top nodes are most likely to form link
with vs. However, as we have multiple hash tables, each node has different cosine
similarities to the given node vs in different hash tables, which makes it hard to
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rank the nodes directly. To address this, we apply the similar strategy described
in [14], but use cosine similarity instead of hamming distance. Particularly, given
a node vs, to determine the order of two other nodes (say vi, vj), we first sort the
M cosine similarities of vi and vj with descending order and then we compare
their sorted similarity list beginning from the maximum similarity until one’s
(say vi) cosine similarity is larger than the other’s similarity (say vj); thus, we
say that node vi is more likely to form link with the given node vs than node vj .

4 Experiments

4.1 Datasets

We use the dataset scraped from Microsoft Scholar Database in [19], which
contains 5 million publications from 1997 to 2013 and each publication is con-
sisting of its authors, paper content (title and abstract) and authors’ affilia-
tions. In our link prediction experiments, we retrieve data in year Y (Y =
2009, 2010, 2011, 2012) and build four undirected co-authorship networks. A link
between two authors is added if they co-published at least one paper. We are
to predict new links in year Y (Y = 2010, 2011, 2012) using the network in year
Y − 1. We focus on the “core” (or active) authors with at least 3 publication in
years Y and Y − 1. The statistics of predicted networks are shown in Table 1.
Based on the “core” authors, we also sample “cold-start” authors by defining a
cold-start author as those who have at least three links with “core” authors in
year Y while having no links with the“core” authors before year Y . In order to
have the minimum available information, these “cold-start” authors should have
at least one paper before year Y . The last column in Table 1 shows the number
of “cold-start” nodes for each year.

Table 1. Statistics of three co-authorship networks

Dataset # author #paper # average link # core-nodes # cold-nodes

2010 21,018 20,158 2.90 2,937 178

2011 24,848 18,027 3.87 3,301 352

2012 25,396 26,334 3.56 3,560 201

4.2 Feature Extraction

We extract one network feature and three node attribute features. We consider
the network feature Adamic/Adar (AA) [1] since it is found to be the most
effective approach in several prior studies. We also create content features based
on all papers (titles and abstracts) published by the given author using two
approaches. (a) word2vec: We employ a distributional representation method
word2vec [13] to obtain the average of 100-dimensional vectors of all words in
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an aggregated papers belonging to one author. (b) LDA: Latent Dirichlet Allo-
cation [3] is performed on the aggregated content to get the distribution on 100
LDA topics as feature. Geographic distance (GD) is the distance between
each author’s latest affiliation location (latitude and longitude).

4.3 Experiment Setup

1. Unsupervised Link Prediction. In the unsupervised setting, we apply
our unsupervised multi-hashing methods: HU

Raw and HU
Bin. We compare our

methods with the following eight baselines: (1) Adamic/Adar (AA) [1], and
(2) Jaccard (JD) [6] are based on common neighbors. (3) Random Walk
with Restart (RWwR) [7] computes the probability for a random walker
moving among nodes. We also evaluate pure content feature methods, and thus
we use (4) word2vec-Raw and (5) LDA-Raw to present authors’ research
interests and then compute author similarity based on cosine. When comparing
to HU

Bin, we map word2vec and LDA feature into binary space (word2vec-Bin
and LDA-Bin) for a more fair comparison. (8)Geographic distance (GD)
measures the geo-graphic distance between authors’ affiliations. The last method
is (9) Combined (CB) simple concatenation of all node content features.

2. Supervised Link Prediction. We compare our semi-supervised framework
(HRaw and HBin) with two supervised baseline methods. One is classical clas-
sifier method Support vector machine (SVM) [17] and one is a state-of-art
approach Supervised Random Walk (SRW) [2], using node attributes to
guide random walk on the graph.

3. Cold-Start Link Prediction. In this setting, we will compare HRaw and
HBin with CB and SVM in predicting links between “cold-start” nodes and
“core” nodes.

Parameter Settings. For our four methods HU
Raw,H

U
Bin,HRaw and HBin, we

define two nodes as “similar” if they have link and as “dissimilar” if no link.
To make the relational matrix sparse, we sample the “dissimilar” set to make
the ratio of “similar” and “dissimilar” to be 1: 1. We apply PCA on AA and
GD, letting the dimension of all features the same (100-dimension). The feature
matrix could be built by concatenating selected features (AA, GD, word2vec

Table 2. AUC (in percentage) results of all methods. Numbers in parentheses are
standard deviations.

Type Unsupervised Semi/supervised

Method AA JD RWwR
word2vec-
Raw/Bin

LDA-
Raw/Bin

GD
CB-

Raw/Bin
HU

Raw HU
Bin HRaw HBin SVM SRW

2010 77.8 75.2 87.5 86.2/72.0 85.3/68.7 67.0 85.3/71.5 90.3 81.5 91.5(1.6) 83.6(1.5) 72.8(2.3) 89.3(1.5)
2011 74.2 73.6 86.7 85.4/69.8 84.7/70.2 68.5 85.2/69.5 92.5 80.1 93.1(0.4) 83.5(2.0) 73.0(1.7) 87.8(0.3)
2012 73.2 72.3 88.6 86.2/75.4 85.3/70.6 67.0 85.5/73.1 91.1 82.3 92.3(0.7) 82.4(1.1) 72.7(2.2) 89.1(1.0)
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Fig. 2. (a) AUC (in percentage) with different percentage of training for supervised
methods (2 hashing tables and 32bits in each table); (b) AUC (in percentage) with
different bits in total (fixed 2 tables); (c) AUC (in percentage) of different number of
hashing tables (fixed 64bits in total)

and LDA) together after normalization. After trying all different combinations
of features, we get the optimal feature combination: AA+word2vec+GD. We
set parameters by grid search and get the optimal parameters γ1 = 1.0 × 10−6,
γ1 = 1.0 × 10100 and best setting is 2 hashing tables and 32bits in each table.
The same features are used in CB, SVM and SRW. Positive and negative sample
ratio for SVM is 1: 1. As recommended in [7], we adopt the Wilcoxon-Mann-
Whitney (WMW) loss function and logistic edge strength in SRW. All methods
are evaluated using AUC: Area under the Receiver Operating Characteristic
(ROC) Curve.

4.4 Results

Table 2 shows the performances of the predictions on three networks in unsuper-
vised setting and semi/supervised setting. We can see that the AUCs of HU

Raw

outperforms all unsupervised baselines. Average AUCs of 5-fold cross-validation
(20% as training) are used in semi/supervised setting. We can see that HRaw

achieve the best performance.

Table 3. AUC for cold-start link prediction. For SVM, HBin and HRaw, the results
are average AUCs (percentage) of 5-fold cross-validation with 20% of the dataset as
training and the rest of testing. The numbers in parentheses are standard deviations.

Methods CB-Raw/Bin SVM HBin HRaw

2010 62.5/55.3 60.2(5.50) 61.5(3.80) 63.5(4.20)

2011 61.2/54.7 59.8(3.40) 60.3(2.80) 62.7(2.00)

2012 62.8/55.2 60.7(4.50) 61.2(3.60) 64.2(3.70)

Sensitivity Test. In this section, we test the sensitivity for different parameter
settings by changing the size of training dataset, number of bits in total and
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number of hashing tables. We find that the results for three datasets are simi-
lar; thus, we only provide the result for network in 2012. Figure 2(a) shows that
the AUC of our methods and supervised baselines. Apparently, HRaw performs
best especially for a small percentage of labeled data. Results of methods using
different number of bits are shown in Fig. 2(b). The AUCs firstly increase with
number of bits increasing, with the reason that more bits represent more infor-
mation, and then decrease because of over-fitting. Figure 2(c) shows the results
of different number of hashing tables with fixed total bits, and we find the best
AUC peaks at 2, which suggested that two latent components in the feature
matrix are sufficient for link prediction in our experiment datasets.

Cold-start Link Prediction. Table 3 shows the performance of the proposed
method, unsupervised and supervised baseline methods in cold-start experiment.
Again, HRaw performs the best. The results suggest that our proposed method
can better extract node similarity by fusing network topology pattern and node
attributes.

5 Conclusion

In this paper, we develop a semi-supervised link prediction method via a Multi-
Component Hashing framework. Our proposed method derives hashing tables
for nodes and predicts new links based on the closeness of the hashing codes.
Results on three co-authorship networks show that our approach outperforms
all the state-of-the-art unsupervised and supervised methods and also show the
effectiveness of the proposed method in cold-start setting, where we have no
or few knowledge of network topology. The key contribution of our work is a
Multi-Component Hashing framework in link prediction that addresses several
challenges and achieves the best performance comparing with the existing meth-
ods. As part of the future work, we plan to further explore a weighting scheme
of latent similarity components to further enhance the link prediction accuracy.
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Abstract. Given a network where the same set of nodes have multiple
types of relationships, how do we efficiently predict potential links in the
future (e.g., interactions between social actors), and how do we predict
links using information from other relationships? These problems have
been widely studied recently, most of the existing methods either aggre-
gate multiple types of relationships into a single network or consider
them separately and ignore the correlations across relationships, leading
to information loss. In this work, we present TeleLink, a general link
prediction model that works for networks with single and multiple rela-
tionships. TeleLink predicts potential links based on community detec-
tion and improves link prediction by bringing in a cohesive structure
across multiple networks constructed by different relationships or node
attributes. To further improve the prediction performance, we extend
TeleLink to a semi-supervised scheme, incorporating partially labeled
information. Our extensive experiments show that TeleLink outper-
forms existing methods in predicting new links. Specifically, among the
various datasets that we study, TeleLink achieves a precision improve-
ment by up to 110% compared to the baselines.

1 Introduction and Background

Recent years have witnessed a surge of interest for understanding and char-
acterizing the properties of social networks, where nodes represent people or
other entities embedded in a social context and links denote relationships or
interactions, such as friendship, collaboration, or influence between entities. An
important problem in this context is link prediction, which is to predict links
that will appear in the network during the interval from time T to a later time
T + 1, given a snapshot of a network at time T [1] or before. Link prediction is
useful in various areas. In social networks, link prediction algorithms can be used
to predict relationships among individuals such as friendship, partnership and
their future behaviors such as communications and collaborations [2]. In biolog-
ical networks such as protein-protein interaction networks where over 99% links
are unknown [3], accurately predicting possible links could sharply reduce the
experimental cost.
c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 174–185, 2016.
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A typical framework of link prediction algorithm is based on “similarity”,
where each pair of nodes is given a similarity measure, and node pairs with high
similarity scores are assumed more likely to be connected [4]. However, most
of the similarity measures mainly consider the network topological structure
(e.g., the number of common neighbors [5], or the length of the shortest path
between nodes [6]). These kinds of methods ignore the information provided by
the community structure. A community is a densely connected group of nodes
while sparsely connected to other groups. Community structure has been proved
to be critical for link prediction [7]. For example, in the friendship network, a
community could be a group of people in the same school, company or club and
new links (i.e. friendships) are more likely to form within the group. [8] shows
that group membership information can enhance the accuracy of link prediction.
However, their method does not scale well to very large networks in practice.

The real world networks are always multi-relational, where links have differ-
ent meanings and bring challenges to link prediction. For example, in a Twitter
network, the links could be different interactions such as replying or mention-
ing. The problem is: how can one predict possible links representing a particular
relationship using the information provided by other relationships? Two typical
strategies have been employed: pre-fusion and post-fusion. Pre-fusion aggregates
multiple types of relationships into a single link while post-fusion separately stud-
ies each type of links independently and ignores the correlations across types.
But both approaches result in a loss of information.

Another issue in link prediction is how to develop a method that combines
topological information and node attributes. Existing work has employed super-
vised classifiers [9], which is trained to discriminate between positive links (i.e.
links that form) and negative links (i.e. links that do not form) by using multi-
ple sources of information as features. Those methods suffer from the imbalance
problem: in real networks, the number of positive links is significantly less than
that of negative links. To overcome the imbalance problem, typical strategies are
under-sampling and over-sampling [9], which lead to issues including overfitting.

Present Work. We present TeleLink, a general link prediction model to
address the above challenges. We consider multiple layers of networks, one is
target layer – the particular type of links to be predicted (e.g. Twitter follower-
followee network) and others are auxiliary layers, which can be constructed based
on other relations between nodes (e.g. reply or retweet between Twitter users)
or nodes attributes (e.g. geographical information in users’ profile). TeleLink
predicts potential links using a probabilistic similarity measure between nodes
defined by the path information of multilayer community structure revealed by
Multiplex Infomap [10], a random-walk based community detection approach. We
further extend TeleLink into a semi-supervised learning scheme to improve link
prediction performance, using both networks at T and partially labeled infor-
mation in the networks at time T + 1 in multiplex Infomap framework.
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Contributions. Our main contributions include:

1. New link prediction approach: We extend Infomap to address several
challenges in link prediction problem, including incorporating community
structure, combining multiple relationships and combining topological and
node attributes.

2. Prediction performance: We conduct extensive experiments on two differ-
ent datasets. The proposed methods achieve best prediction accuracy in new
link prediction, compared with existing link prediction methods.

3. Extended analysis on dynamic networks: We conduct experiments on
real-world social networks over time and present the influence of time intervals
on prediction.

2 Related Work

Single-Relational Link Prediction Methods. The seminal work of Liben-
Nowell and Kleinberg [1] is the first comprehensive study on link prediction
methods based on similarity measures derived from graph topology structure.
Empirical results of comparison between random predictors and a variety of
measures including Jaccard’s coefficient [5], Adamic/Adar [11], Katz Index [6]
and Rooted PageRank [12] demonstrate the usefulness of topological informa-
tion. However, the weakness of these methods is that they only consider a single
(topological) feature. In addition to topological information, we often have the
knowledge of attributes or covariance for the nodes. Intuitively, performance is
expected to be enhanced by using this extra information. A classical approach is
to use supervised classifiers [2] unitizing different sources of information, includ-
ing topological information and node attributes as features. [9] suggests that
placing classification algorithms in an ensemble framework can benefit by reduc-
ing variance, especially for unstable algorithms like decision trees. These methods
have to use down-sampling or over-sampling strategies to overcome imbalance,
which lead to a loss of information or over-fitting. [13] proposes an algorithm
based on Supervised Random Walks, which uses node attributes to guide the
random walker, but it has high computational cost and does not scale well in
practice.

Most existing link prediction methods do not consider community informa-
tion, which is proved to be useful to link prediction. The community in a network
is a densely connected group of nodes while sparsely connected to other groups.
In [7], experiments on both synthetic and real-world networks unveil how the
community structure affects the performance of link prediction methods: with
increasing number of communities, the performance of link prediction could be
improved remarkably. Recently, [14] also shows that supplement the similarity-
based measures with community information could improve the accuracy of link
prediction methods.
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Multi-relational Link Prediction Methods. The above link prediction tech-
niques only consider homogeneous links with the same semantic meaning, while
in reality networks comprise multiple types of links or interactions among nodes.
Only a few studies address link prediction problems in these heterogeneous net-
works. In [15], an unsupervised method extending the Admic/Adar measure
and a supervised method in multi-relational networks are proposed. [16] devel-
ops machine learning approaches based on graphical models to infer new links
across heterogeneous networks assuming that people will form relationships in
different networks with similar principles. However, none of the multi-relational
link prediction methods consider the information of multi-relational communi-
ties, which is potentially useful in improving the performance of link prediction
algorithm.

TeleLink addresses the limitations of prior works in three perspectives.
First, TeleLink combines the topological information and nodes attributes by
extracting structures from multiple layers of networks. Second, TeleLink han-
dles link prediction across multi-relational networks with auxiliary layers based
on multiple relationships (e.g. reply or retweet of Twitter users). Last, to make
use of the community information, TeleLink defines “similarity” between nodes
based on the path information of multilayer community structure calculated
through random walk on multiple networks.

3 Proposed Method

First we give the definitions of two fundamental concepts in our proposed
method:

Definition 1 (layer). A layer of the social network is defined as a specific
relationship. A physical node n belongs to at least one layer of the social
network.
Definition 2 (link). A link from node i to node j, lij , is defined as the
behavior starting from node i to j. For example, in the retweet layer of the
Twitter network, lij denotes user i retweets user j’s tweet.

The challenges discussed in previous sections can be summarized into two
research questions in social networks: (a) How do we express similarity through
communities, thus predicting possible new links in a single layer? (b) How do
we combine the attributes and connectivity from other layers so as to improve
the prediction accuracy? We present our solutions to these questions in the next
two sections. The symbols used in this paper are defined in Table 1.

3.1 TELELINK

TeleLink is based on MapEquation [17], a flow-based network partitioning
algorithm. MapEquation characterizes the behavior of the network through the
system-wide flow of information and considers community detection as solving
a coding problem.
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Table 1. Table of symbols

Symbol Definition

LC a collection of all links between communities

LCiCj a directed link starting from community i to community j

lij a directed link starting from node i to node j

C, Ci a set of all communities in the network; the ith community in the set

C(i) the community that node i belongs to

n a physical node in the network, n ∈ 1, 2, . . . , N

vi the probability that the random walker reaches node i

wα
i,j the out-flow volume from node i to j in layer α

N, M total number of nodes and total number of communities of the network

M a partition of the network with minimum Huffman coding length

α, β specific layer of the network, represented in Greek letters

ΔT length of time interval for community detection

These flows are described using Huffman coding, following the Random Walk
algorithm to identify communities. Groups of nodes among which information
flows frequently are described as well-connected communities; the paths between
communities are also captured. [17] gives the community partition M by solving
Eq. 1 to obtain the minimized expected coding length of Random Walk paths:

min L(M) = q�H(L) +
M∑

i=1

pi
�H(Pi), (1)

where L(M) denotes the Huffman coding description of random walker’s path;
q� is the probability that the random walk switches communities on any given
step, and pi

� describes the fraction of within-community movements that occur
in community i, H(.) is the entropy of the community.

Given the partition M, the network 〈V, E〉 could be described as 〈CV ,LC〉. CV
describes the set of communities that compose the network: CV = {C1, . . . , CM}.
Ci is the ith community. LC is the collection of links between communities:
LC = {LC1C1 , LC1C2 , . . . , LCMCM

}. The links between communities can be inter-
preted as the flow volumes of all nodes reaching from the source community
to the destination community. P (LCiCj

) denotes the transition probability from
community Ci to Cj .

Now the problem can be formulated as: given P (Cp) where p ∈ {1, . . . , M}
and P (LCpCq

) where p, q ∈ {1, . . . , M}, how do we compute the probability of a
specific link lij between node i and j? We estimate the probability of lij through
the product of (a) the transition probability from the community of node i to the
community of node j, and (b) the conditional probability of the random walker
reaching node j inside its community. An example is illustrated in Fig. 1a. To
predict the link in dashed line, the random walker has to follow each possible path
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from node 8 to 6, which could be expensive in real-world networks. TeleLink
calculates the probability based on the transition flows between communities
(bold arrow): from community C to community B through community A, and
the probability to reach node 6 inside community B, as illustrated in Fig. 1b.
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Fig. 1. Single layer link prediction through Infomap

Considering nodes across the whole network, we could factorize the proba-
bility between node i and node j into three terms, as illustrated by Eq. 2:

P (lij) = 1C(i)

︸︷︷︸
PI

×P (LC(i)C(j))

︸ ︷︷ ︸
PC

× vj
∑|C(j)|

k∈C(j) vk
︸ ︷︷ ︸

PN

, (2)

where C(i) denotes the community that node i belongs to. The first term repre-
sents the community affiliation of node i: 1Ci

is the indicator matrix determining
which community node i uniquely belongs to, so each row of this matrix has only
one entry with value of 1; the second term describes transition probability from
the community of node i to the community of node j, and the last term is the
flow probability to node j normalized by the flows reaching all nodes inside
its community. PI , PC and PN correspond to the indicator matrix, transition
matrix, and flow matrix of the example shown in Fig. 1c.

TeleLink computes the transition probability from the source community
C(i) to destination node j as the approximation to the probability of link lij used
for prediction. The reason is that communities are partitioned using Random
Walk algorithm, so information flows faster and more easily among nodes within
the same community than those between different communities. If node i in
community C(i) has link to node j in community C(j), i is also likely to reach
other nodes in community j. In addition, by grouping nodes as a community, we
don’t have to compute every possible link from the source node to the destination
node (which is what Random Walk algorithm does). As a result, TeleLink
achieves precision with the guarantee of efficiency.
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3.2 TELELINK in Multiplex Networks

Multiplex Infomap [10] extends MapEquation to multilayer networks in two
ways: (1) inter-layer dynamics described in communities and (2) overlapping
communities identification. The first generalization resembles PageRank algo-
rithm to compute the flow volume between layers by introducing the relax rate
r. With probability r, the random walker “teleports” to another network layer
(thus the method is named TeleLink); otherwise, it stays at the same layer.
Equation 3 defines the transition probability between layer α and β given r:

Pαβ
ij (r) = (1 − r)δαβ

wβ
ij

sβ
i

+ r
wβ

ij

Si
, (3)

where δ is the indicator function seeing if the random walker stays at the same
layer; wβ

ij denotes the out-flow volume from node i to j in layer β; sβ
i = Σjw

β
ij and

Si = Σβsβ
i . Similar to Infomap, the interaction between layers is denoted through

communities, and overlapping communities are not allowed. With information
from multiple layers of networks, TeleLink could predict links that cannot be
predicted in single layer networks. Consider the example illustrated in Fig. 2a
where network layer β consists of two disjoint communities A and B. Due to
the isolation between communityA and B, the random walk algorithm could not
predict links such as l56. However in Fig. 2b, TeleLink overcomes this limitation
through flows between layers α and β with a “teleporting” relax rate r.
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Fig. 2. Single layer link prediction through Infomap

3.3 Semi-supervised TELELINK

Semi-supervised TeleLink extends the above method by employing partially
labeled data. When performing link prediction on real-world networks, histor-
ical data could be the double-edged sword: on the one hand, historical data
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provides valuable structural information about the network; on the other hand,
it could bring in noise, impeding the prediction precision especially to rapidly
changing networks. Semi-supervised TeleLink overcomes this problem by ran-
domly selecting small parts of the structural information from the target network
as an extra auxiliary layer in community detection. An example is illustrated in
Fig. 2b where we use the multiplex network information at T to predict possi-
ble links in layer β at time T + 1. In a specific attempt, a small part of the β
network at time T + 1 is selected: the connectivity between node 3, 4, 5 and 6.
It then serves as an extra auxiliary layer for community detection at the stage
of T . In this example, such information is the key to the flows between nodes in
two disjoint communities and provides additional information to guide proper
community assignment that could help predict future links.

4 Experiments

To demonstrate that TeleLink can be applied in different contexts, we perform
experiments on two datasets to address three perspectives of TeleLink: (1)
How well does TeleLink perform, comparing to existing methods? (2) How
are information flows from other layers influencing the prediction in the specific
layer? (3) Given different time intervals, how would the prediction results be
different?

4.1 Datasets

Primary School. This dataset contains 125,773 contact records among 236
students in a primary school in Lyon, France during two days in Oct. 2009
[18,19]. We build a weighted undirected contact network with students as nodes,
contacts between two students as links and contact frequency as weights. There
are two features of students: class and gender, which are used as two unweighted
undirected auxiliary networks. The link between two students is built if they are
in the same class or of the same gender.

Twitter. We use the Twitter 2012 election dataset [20], which contains approx-
imately 48.7 million politically active users and approximately 0.2 billion tweets
during 8 weeks starting from Sept. 2012. The dataset is divided into 8 sub-
datasets according to post time (one per week). In each sub-dataset, one weighted
directed network is established for the mention, reply and retweet respectively.
In the mention (or reply, retweet) network, a directed link with weight k is
built from user A to user B if user A mentions (or replies, retweets) user B
exactly k times. Given the three networks in each week, we aim to predict new
links of a specific network in week T + 1 from the networks during the period
[T − ΔT + 1, T ], where ΔT ∈ {1, 2, . . . , 7}. We also ignore inactive users (with
two or fewer links) because for users only posting one or two tweets during eight
weeks, their impacts on the analysis is trivial. The pre-processed dataset con-
tains 24 networks with identical 2,073 nodes. The numbers of links in week 1
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for the mention, reply and retweet are 14,248, 8,707 and 8,944. As the numbers
of links increase from week 1 to week 8, the numbers of new links added every
week for the mention, reply and retweet are 1,990, 652 and 1,775 on average.

4.2 Experiment Setup

Baseline. We consider 2 classic approaches: Jaccard’s coefficient and Adam-
ic/Adar.

Our Methods. We apply our methods on the above datasets in three scenarios:

1. TELELINK TeleLink is applied to the target single layer network.
2. TELELINK in multiplex networks (different r) TeleLink is applied

to the multiplex network, flows moving between layers with different relax
rate r.

3. Semi-supervised TELELINK TeleLink is applied to the multiplex net-
work, flows moving between layers with r = 0.15. 1/3 nodes of the target
layer network are selected for training, and the result is evaluated with 3-fold
cross validation.

Evaluation Metrics. The experiments are designed to predict new links
appearing in T + 1 from networks during [T − ΔT + 1, T ], ΔT ∈ {1, 2, . . . , 7}.
We consider the prediction precision at Top k nodes according to the probabil-
ity to which the source node is not already connected, i.e., how many of top k
nodes suggested by our algorithm during T + 1 actually receive links not exist
in [T − ΔT + 1, T ]. We set k equal to the total number of links in T + 1. In
addition, we measure the improvement over baselines.

4.3 Results

Interaction Sensitivity. We first explore the sensitivity of TeleLink to the
interaction between layers in the multiplex networks, which is controlled by
relax rate r. Higher values of r indicate that the random walker is more likely to
“teleport” to other layers while lower values of r indicate more isolation between
layers. The result is shown in Fig. 3a. The relatively flat pattern in each of the
diagrams indicates that when we are considering information from different rela-
tionships, the interaction between them does not lead to the significant difference
in prediction precision. Therefore in the following experiments, we set r = 0.5
and use it for evaluation.

Prediction Precision. We measure the prediction precision on two datasets.
For the primary school dataset, there are two intervals so ΔT = 1. The predic-
tion result is illustrated in Table 2. In the Twitter dataset, we also set ΔT = 1
for consistency. Since there are prediction results for seven weeks, we only show
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the precision improvement of TeleLink over baselines in Fig. 3b. The results
show that TeleLink under all settings outperform the baselines. The mention
relationship is a loose way of communication between users, so TeleLink pro-
vides a relatively small improvement over the baseline AA. However, for relation-
ships such as reply and retweet where interactions between users are stronger,
TeleLink gives significant improvement over both baselines. In the reply rela-
tionship, TeleLink achieves 40% ∼ 50% improvement through semi-supervised
learning with auxiliary layers; Multiplex TeleLink also makes great improve-
ments, indicating the relationship of mention and retweet is helpful when we are
predicting replies between users. In the retweet relationship, TeleLink performs

Table 2. Table of elementary school prediction precision

Method InfoMap Multiplex Multiplex(i) Semi-Supervised Jaccard AA

Precision 0.191 0.198 0.193 0.205 0.103 0.079
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on single layer achieves approximately 110% improvement over both baselines,
which implies that for this relationship, adding other types of interactions limits
or even impedes the prediction performance.

Perdiction Performance with Dynamic Networks. In this section, we
focus on the impacts of different time intervals (ΔT ) used for community detec-
tion to prediction precision. We apply TeleLink to the Twitter dataset par-
titioned into different time intervals, ranging from 1 to 7. The result is shown
in Fig. 3c. Intuitively, with longer time intervals to perform community detec-
tion, more information about the network would be included, rendering higher
prediction precision. However, based on the overall result curves, the predic-
tion precision drops as ΔT increases. This means that with long-time intervals,
longer-term historical data becomes outdated, which impedes the prediction.
One interesting observation is the increase in retweet curve from ΔT = 1 to
ΔT = 2. This indicates that although too much long-term historical data could
be harmful, with appropriate portion it could actually be beneficial to the pre-
diction. This also explains the relatively “flat” pattern from ΔT = 1 to ΔT = 2
in other curves.

5 Conclusions

In this paper, we study the problem of link prediction in multiplex networks.
We propose TeleLink to address this problem, which provides a novel link pre-
diction approach through community detection. TeleLink detects community
structure across different types of relationships of the network to incorporate the
topological and attribute information. Experiments on two multiplex network
datasets show that the impact of information from auxiliary layers on predic-
tion varies with different relationships, and TeleLink improves the prediction
precision in all scenarios. In addition, the learned interaction sensitivity and the
prediction performance on dynamic networks provide a better understanding of
information flows and community detection in social networks.
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Abstract. Trust in others transfers between games of strategic interaction (e.g.,
iterated Prisoner’s Dilemma– PD and Chicken Game – CG). This transfer of
trust represents knowledge acquired about the other player (player-specific
knowledge), carrying over from one situation to another, which is separate from
what was learned about the previous game (game-specific knowledge). We
examine how the transfer of both player-specific and game-specific knowledge
informs one’s decisions when interacting with a new player. In this paper, we
present the experimental design of an upcoming study, where participants will
sequentially play two games of strategic interaction (PD & CG) with the same or
a different computerized confederate agent. In addition to the experimental
design, we present model predictions, using a previously published computa-
tional cognitive model of trust dynamics. The model predicts transfer of learning
effects in both conditions and larger effects when interacting with the same
agent.

Keywords: Trust dynamics � Strategic interaction � Model predictions �
Multiple agent interaction � Behavioral game theory

1 Introduction

Trust plays an important role in many social interactions by simplifying choices in
complex and changing environments. Indeed, trust informs the decisions made at the
start of an interaction between two people. Many are willing to place trust in another, in
absence of any information about the other person [1]. It is an individual’s trait trust
(also referred to as trust propensity), the general disposition toward trusting others, that
is thought to inform the choices made early in an interaction and in absence of any
experience with another [2]. However, one’s trust in another is not static, but changes
over time based on the behavior of the other person. State trust (also referred to as
learned trust), one’s trust for a specific person in a specific situation, increases over the
course of repeated interactions [3–5] and is sensitive to particular characteristics of
another’s behavior [6].
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Previous research has examined the role of trust under many different circum-
stances, such as interacting with a single person [4, 5] or multiple people sequentially
during games of strategic interaction [7]. Often in these experimental designs, human
participants interact with each other, acquiring information about both the game
(game-specific knowledge –the best choices in specific contexts and their associated
outcomes) and the other player (player-specific knowledge – one’s knowledge about
how another person is likely to behave in a particular context), one component of the
latter being their trust in the other player, at the same time. A limitation of this design is
that it is difficult to examine how individuals react to certain characteristics of others.
For example, individuals repeatedly interact with different people in many situations
and their trustworthiness may not always remain consistent, requiring one’s trust to
change.

A previously published computational cognitive model of trust dynamics [8] uses a
trust mechanism, which monitors both the trustworthiness and the need to establish
trust with the other player, to establish, repair, or recalibrate trust during games of
strategic interaction. During situations where trust has been lost the model attempts to
maximize the payoff of the other player, signaling the desire to reestablish trust. The
model has previously been found to explain transfer of learning effects (i.e., a game’s
optimal outcome occurring at a different proportion when played after another game
compared to before) between games of strategic interaction [8] and the behavior of
individuals when interacting with different computerized confederate agents [6]. In
each of these experiments, both components of the trust mechanism were necessary for
the model to explain the behavior of participants. However, the model has yet to
explain the reaction of individuals in sequential interactions with multiple people.

In this paper, we present predictions generated by the model of the human behavior
when playing two games of strategic interaction sequentially with a computerized
confederate agent who uses a different strategy during each game, whom participants
will play with as well. Additionally, participants will be told that they will play games
with either a single individual during both games (one-agent condition) or with a
different individual during each game (two-agent condition), allowing us to investigate
the transfer of trust between games. This experiment gives us the opportunity to
examine human behavior during conditions in which the confederate agent changes as
compared to conditions in which only the strategy of the confederate agent and the
game change. In our previous work, we proposed that transfer of learning effects are
driven by both game-specific and player-specific knowledge [6]. In the current work,
the model makes specific predictions for conditions in which humans switch and do not
switch players, allowing dissociation of the role of game-specific and player-specific
knowledge in driving transfer of learning between games.

1.1 Games

A game represents an abstraction of a scenario and the outcome that occurs depends on
the choices made by both players. One of the simplest types of games of strategic
interaction are 2 � 2 games, which consist of two players simultaneously choosing one
of two options (A or B), leading to one of four possible outcomes. Two common 2 � 2
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games, and the ones which are used in the research reported here, are iterated Prisoners
Dilemma (PD) and iterated Chicken Game (CG) (Fig. 1).

In PD, if both players choose to cooperate (B) (mutual cooperation), each earns one
point. If both players choose to defect (A), then each loses one point. If one player
chooses to defect (A) and the other chooses to cooperate (B), then the player who chose
to defect (A) earns four points, while the other player loses four points. When PD is
played repeatedly, the optimal strategy is for both players to choose to repeatedly
cooperate (B), earning one point during each round.

In CG, if both players choose to cooperate (B), then each player earns one point, as
in PD. If both players choose to defect (A), then each loses four points. If one player
chooses to defect (A) and the other player chooses to cooperate (B), the player who
chose to cooperate (B) loses one point and the player who chose to defect (A) earns
four points. When CG is played repeatedly, the optimal strategy is for players to
repeatedly asymmetrically alternate between choosing to cooperate and defect (B and
A), to earn 1.5 points each during each round.

1.2 Confederate Agents

Preprogrammed agents are used in games of strategic interaction to allow for experi-
mental control and a large number of experimental conditions. Two deterministic
strategies that have been used in prior research are the Tit-for-Tat strategy (T4T) [8]
and the Pavlov-Tit-for-Tat (PT4T) [9]. Each of these strategies uses the players’ pre-
vious choice (N-1) to determine its move on the current round (N). T4T repeats on
round N the other player’s previous choice from round N-1. PT4T reciprocates the
other player’s choice after mutual cooperation, mutual defection, and unilateral
cooperation (i.e., the strategy chose B – cooperate and the other player chose A –

defect). After instances of unilateral defection (i.e., the strategy chose A – defect and
the other player chose B – cooperate), the PT4T strategy will again choose to defect
(choice A).

Fig. 1. The payoff matrices for the game Prisoner’s Dilemma (left) and Chicken Game (right)
show the two players (P1 and P2), the two possible choices they can make during each round (A
or B) and the four possible outcomes that can occur during a single round (P1’s payoff located in
lower left hand corner, P2’s payoff in upper right hand corner) depending on the choices made by
both players during a round.
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1.3 The Model

We present here only a brief summary of the model used to generate predictions for this
study. A full description of the model and how it was implemented into the ACT-R
architecture can be found in [6]1.

ACT-R is both a cognitive architecture and a formal theory of human cognition
[10]. To account for the behavior of individuals within and between games of strategic
interaction, the model uses several declarative (know-what) and procedural
(know-how) architectural mechanisms as well as a novel trust mechanism. When
playing a game of strategic interaction (PD and CG) the model needs to be aware of the
interdependence between itself and the other player and be able to predict what choice
the other player will make next, giving the model a context to base its own decision on.

The awareness of interdependence between the model and the other player is
accomplished using instance-based learning (IBL) [11] a strategy that uses previous
events stored in declarative memory to inform choices when in a similar context. The
model predicts what choice the other player will make next using IBL and sequence
learning. During each round, once the model predicts what the other player’s next
move will be, it chooses to either cooperate or defect depending on which choice has
the greatest utility in that context. Utilities of choices in various contexts are updated
through reinforcement learning.

Over the course of the game, the model also develops trust in the other player, using
its trust mechanism, based on the previous outcomes that occurred in a game. The
model’s trust mechanism consists of two different accumulators called trust and
trust-invest, each monitoring a different aspect of the interaction with the other player.
Each accumulator starts at zero when interacting with a new player and increases or
decreases based on the outcome in each round. The trust accumulator monitors the
trustworthiness of the other player. It increases after instances when the other player
has shown to be trustworthy (i.e., mutual cooperation or unilateral cooperation) and
decreases after instances where they have shown to be untrustworthy (i.e., instances of
mutual defection and unilateral defection). The trust-invest accumulator is used to track
trust necessity, that is, the need to establish trust with the other player, increasing after
instances of mutual defection and decreasing after instances of unilateral defection.
Throughout the game, based on the current level of the trust and trust-invest accu-
mulator the model uses one of three reward functions, maximizing the joint payoff of
both players minus the previous payoff of the other player when the trust accumulator
is greater than zero, attempting to maximize the other player’s payoff when the trust
accumulator is less than or equal to zero and the trust invest is greater than zero and
maximize its own payoff and minimize the payoff the other player when each accu-
mulator is less than or equal to zero. These three reward functions allow the model to
learn different strategies based on the current game dynamics (see [6] for more details).

We expect to learn from this study how the model must be changed to account for
circumstances when one sequentially interacts with multiple people. We currently
assume that the accumulators in the model’s trust mechanism, representing its state

1 The model has also been made publicly available and can be viewed on http://psych-scholar.wright.
edu/astecca/software.
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trust, begin at zero when playing a game with a new player and are not influenced by its
prior history. However, the extent that the model resets its trust accumulators when
interacting with another individual may be challenged based on the findings of future
research, such as the data to be collected for this study.

2 Experiment

2.1 Experimental Design

All participants will sequentially play two games of strategic interaction for 50 rounds
in one of four possible game orders, playing either PD or CG twice (PDPD or CGCG
order) or playing each game once (PDCG or CGPD order). During each game, par-
ticipants will play with a computerized confederate agent which uses a particular
strategy, playing the first game of a condition using the T4T strategy and using the
PT4T strategy during the second game (T4T_PT4T order) or vice versa (PT4T_T4T
order). The trustworthiness of the confederate agent will remain constant over the
course of both games, manipulated to be either high (HT) or low (LT) trustworthiness.
Finally, the information that participants receive about confederate agents will be
manipulated. Participants will be told that they will play both games with either the
same worker (one-agent condition) or that they would be randomly paired with another
worker during the second game after the first game (two-agent condition).

2.2 Confederate Agents

The computerized confederate agents that will be used in this study to play games with
participants are the same agents used in a previous study [5]. A confederate agent used
either the T4T or the PT4T strategy (discussed previously) and its trustworthiness was
manipulated by manipulating the frequency the confederate agent cooperated (HT) or
defected (LT) during the game in the same way as reported in [5].

2.3 Model Simulation

All of the model’s predictions were generated by placing the model in each of the 32
experimental conditions and running it 100 times, playing each game with one of ten
versions of the confederate agent, mimicking the procedure that participants followed.
To ensure pseudo-random variability of the confederate agent across participants and
model, ten different versions of each combination of the confederate agent’s strategy
and trustworthiness manipulation were created2. Once assigned to a condition, the
model was randomly assigned to play each game with one of the ten possible versions
of the confederate agent, as will the participants.

2 Each version of a confederate agent used the same strategy (T4T or PT4T) but each implemented its
trustworthiness manipulations, cooperations or defections, on different rounds in a game.
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3 Model Predictions

The model’s predictions were obtained by computing the proportion of each outcome
during each round across all of the model runs in each of the 32 experimental con-
ditions. Alternation was computed by identifying instances where the model cooper-
ated and the confederate agent defected or vice versa on round N and each chose the
opposite choice during N-1. After instances of alternation were identified, the round by
round proportion of alternation was computed like all of the other outcomes. All of the
model’s round by round predictions are available online3.

Due to the size limitation for this article, we present only the model’s predictions of
transfer effects across the different game and strategy order conditions. Model pre-
dictions are aggregated across the HT and LT conditions because the trustworthiness
manipulation has been investigated elsewhere [5]. Assessing the predicted transfer
effects between the different conditions allows us to evaluate how both prior experience
with a particular game (PD or CG), played with an agent using a particular strategy
(T4T or PT4T), affects the model’s predictions.

Transfer of learning effects were assessed in both the one-agent and two-agent
conditions. A transfer effect was identified in either the one-agent or two-agent con-
dition if the proportion of the outcome was significantly different than the proportion of
the outcome it was compared to, being either higher or lower during the second game
using a paired t-test. The overall mean and standard deviation of the proportion of the
outcome during the two games being compared is also reported to show the difference
between the two conditions.

3.1 Predicted Transfer Effects During Iterated Prisoner’s Dilemma

When playing PD, the game’s optimal outcome (i.e., mutual cooperation) can be
obtained with a confederate agent that uses either the T4T or PT4T strategy. The ability
to repeatedly achieve mutual cooperation during PD with either strategy means that the
game’s optimal outcome can always be learned during the first game in conditions with
the PDPD game order. This experience can then transfer to the second game. Indeed,
the model predicts that in the two-agent condition when PD is played with the con-
federate agent using the T4T strategy (PD T4T) (M = .36, SD = .07) after playing PD
with a confederate agent that uses the PT4T strategy (PD PT4T) or when PD PT4T
(M = .30, SD = .01) is played after PD T4T, that mutual cooperation will occur at a
higher proportion compared to when these games are played first (PD T4T: M = .30,
SD = .05: t (49) = −8.75, p < .001, PD PT4T: M = .18, SD = .03; t(49) = −27.31, p <
.001) (Fig. 2A). In these conditions, the model’s prior experience (game-specific
knowledge) from the first game transfers to the second game, leading to mutual
cooperation at a higher proportion during the second game.

Transfer effects with the mutual cooperation outcome are also predicted to occur in
the one agent conditions during both PD T4T and PD PT4T. Mutual Cooperation is

3 All of the model predictions are available on http://psych-scholar.wright.edu/astecca/publications.
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predicted to occur at a higher proportion in the one-agent condition compared to the
two-agent condition, when PD T4T (M = .38, SD = .09) is played after PD PT4T and
when PD PT4T (M = .35, SD = .02) (Fig. 2A) is played after PD T4T (t(49) = −4.60,
p < .001; t(49) = −15.25, p < .001). Here we see that in addition to the model’s prior
experience, the trust developed during the first game in the confederate agent (i.e.,
player-specific knowledge) increases the proportion of mutual cooperation during the
second game compared to the two-agent condition.

In contrast to conditions with the PDPD game order, where PD’s optimal outcome
can be obtained with either strategy, during the conditions with the CGPD game order,
whether or not the optimal outcome can be obtained during the first game (CG) de-
pends on the strategy used by the confederate agent. The T4T strategy can repeatedly
asymmetrically alternate during CG, but the PT4T strategy cannot. These differences in
behavior of the confederate agent will lead to different experiences during the first
game in conditions with the CGPD game order. During the two-agent condition, the
model predicts a transfer effect when PD T4T is played after CG with the PT4T agent
(CG PT4T) and when PD PT4T is played after CG with the T4T agent (CG T4T)
(t (49) = 36.06, p < .001; t (49) = 18.47, p < .01). Instead of mutual cooperation
occurring at higher proportion as in the PDPD game order conditions, mutual coop-
eration is predicted to occur at a lower proportion during PD T4T (M = .10, SD = .03)
and PD PT4T (M = .09, SD = .02) when played after CG PT4T or CG T4T. Here the
difference in the model’s prior experience during the first game leads to mutual
cooperation to be predicted to occur at a lower proportion during the second game in
the two-agent condition.

During the one-agent condition, transfer effects are predicted to occur during PD
PT4T when played after CG T4T and PD T4T when played after CG PT4T. Mutual
cooperation during both PD T4T (M = .12, SD = .03) and PD PT4T (M = .13, SD = .02)
is predicted to occur at a higher proportion in the one-agent compared to the two-agent
condition (t(49) = −4.72, p < .001; t(49) < −9.59, p < .001). Again, as seen in
conditions with the PDPD order, the trust established during the first game (CG T4T or
CG PT4T) in either condition transferring to the second game (PD PT4T or PD T4T),
leads to mutual cooperation being predicted to occur at a higher proportion in the
one-agent compared to the two-agent condition.

Fig. 2. The model’s predicted transfer effect with the mutual cooperation outcome when PD is
played with the PT4T strategy after PD with the T4T (left – A) and for CG with the alternation
outcome when played with the PT4T strategy after playing PD with the T4T strategy (right – B).
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3.2 Predicted Transfer Effects During Iterated Chicken Game

As mentioned previously, whether the optimal outcome can be obtained when playing
CG (i.e., asymmetric alternation) depends on the strategy used by the confederate agent.
For this reason, the outcome used to assess the transfer effects during CG depended on
the strategy the model played with. When playing CG with the T4T strategy transfer
effects were assessed using the proportion of alternation and when playing with the
PT4T, transfer effects were assessed using the proportion of mutual cooperation.

As seen when examining the transfer effects predicted in PD, in conditions with the
CGPD game order during the two-agent condition, playing CG first with either the T4T or
PT4T strategy led to mutual cooperation occurring at a lower proportion during PD. Here
no transfer effect is predicted to occur with the alternation outcome when CG T4T was
played after CG PT4T (p > .05). However, a transfer effect is predicted to occur during
CG PT4T with the mutual cooperation outcome. The proportion of mutual cooperation is
predicted to occur at a lower proportion during CG PT4T (M = .08, SD = .02), when CG
T4T is played compared to when played first (M = .10, SD = .02) (t (49) = 2.90, p < .05).
In this situation, the learned strategy of alternation during the first game (CG T4T)
inhibited learning the mutual cooperation outcome during the second game (CG PT4T).

During the one-agent condition as in the two-agent condition the strategy during the
first game used by the confederate agent affected the predicted transfer effects.
When CG T4T was played after CG PT4T, alternation is predicted to occur at a lower
proportion in the one-agent (M =.37, SD = .07) than the two-agent (M = .42, SD = .07)
condition (t (49) = 3.30, p < .001). Here we see the same predicted transfer effect with
the alternation outcome when CG PT4T is played before CG T4T, just as was seen
during PD T4T when played after CG PT4T. The model predicts that trust will be too
low when the first game is CG PT4T to allow for trust repair during the second game.
However, the opposite effect is predicted during the one-agent condition with the
predicted proportion of the mutual cooperation outcome. When CG PT4T was played
after CG T4T, mutual cooperation is predicted to occur at a higher proportion in the
one-agent (M = .10, SD = .02) compared to the two-agent (t(49) = −5.67, p < .001)
condition. Under these conditions the increase in trust during the first game (CG T4T),
lead to the mutual cooperation outcome during the second game (CG PT4T) to be
learned faster in the one-agent compared to the two-agent condition.

Compared to conditions with the CGCG game order, transfer effects in the PDCG
game order should be prominent because PD’s optimal outcome can be obtained in
either game. In the two-agent condition, when CG T4T is played after PD PT4T the
model predicts a transfer effect with the alternation outcome (t(49) = 12.19, p < .001)
(Fig. 2B). Alternation is predicted to occur at a lower proportion in the two-agent
condition when CG T4T (M = .24, SD = .10) is played second compared to when
played first (M = .43, SD =.08). A transfer effect is also predicted when CG PT4T is
played after PD T4T the model predicts a transfer effect, mutual cooperation being
predicted to occur at a higher proportion when CG PT4T (M = .25, SD = .04) was
played after PD T4T, compared to when CG PT4T was played first (M = .09, SD = .02;
t(49) = −31.46, p < .001). Again, during the two-agent conditions whether an outcome
occurs at a higher or lower proportion during the second game in the two-agent
condition depends on model’s prior experience during the first game.
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In the one-agent condition, the ability to establish trust during the first game in
conditions with the PDCG order allows trust to transfer to the second game and leads to
predictions of transfer effects during both CG T4T and CG PT4T. During CG T4T
when played after PD PT4T, alternation is predicted to occur at a higher frequency in
the one-agent (M = .31, SD =.07) than the two-agent condition (t(49) = −6.06, p < .001)
(Fig. 2B). The same prediction is made with the mutual cooperation outcome when CG
PT4T is played after PD T4T, occurring at a higher proportion in the one-agent (M =
.27, SD = .04) than the two-agent (M = .25, SD = .04) condition (t(49) = −8.56, p <
.001). In each condition, as seen in the other one-agent conditions, the combination of
both trust and experience during the first game transferring to the second game leads to
mutual cooperation predicted to occur at a higher proportion in the one-agent compared
to the two-agent condition.

4 Discussion and Conclusion

In summary, the model predicts specific transfer effects in the one-agent and two-agent
conditions depending on the type of knowledge that transfers between games. Across
the two-agent conditions, where the model’s game-specific knowledge from the first
game carries over to the second game, the model predicts that transfer effects will
depend on whether the optimal outcome (i.e., mutual cooperation or alternation)
learned during the first game can be applied during the second game with a particular
confederate agent. If the outcome learned during the first game is applicable during the
second game, then it is predicted to occur at a higher proportion during the second
compared to the first game; if not, either no transfer effect is predicted or the outcome is
predicted to occur at a lower proportion during the second game.

In the one-agent condition, when both game-specific and player-specific knowledge
from the first game transfers over to the second game, the optimal outcome during the
second game is predicted to be significantly different than during the two–agent con-
dition. This difference due to the additional transfer of trust, a component of
player-specific knowledge, leading the model to adjust its behavior in reaction to the
confederate agent’s change in strategy, by being more or less willing to take the risk of
attempting a game’s optimal strategy, because of its trust or distrust in the confederate
agent.

In conclusion, the model’s predictions of transfer effects in both the one-agent and
two-agent conditions serve as hypotheses for the upcoming study to be run in the
Spring of 2016. The comparison of the model’s predictions to the human data will
allow us to further test the generality of the model and compare the observed to the
predicted dissociation between game-specific and player-specific knowledge as well as
offer insights into how people sequentially interact with others.
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Abstract. Energy efficiency is a key challenge for building modern sus-
tainable societies. World’s energy consumption is expected to grow annu-
ally by 1.6 %, increasing pressure for utilities and governments to fulfill
demand and raising significant challenges in generation, distribution, and
storage of electricity. In this context, accurate predictions and under-
standing of population dynamics and their relation to electricity demand
dynamics is of high relevance.

We introduce a simple machine learning (ML) method for day-ahead
predictions of hourly energy consumption, based on population and elec-
tricity demand dynamics. We use anonymized mobile phone records
(CDRs) and historical energy records from a small European country.
CDRs are large-scale data that is collected passively and on a regular
basis by mobile phone carriers, including time and location of calls and
text messages, as well as phones’ countries of origin. We show that sim-
ple support vector machine (SVM) autoregressive models are capable of
baseline energy demand predictions with accuracies below 3 % percent-
age error and active population predictions below 10 % percentage error.
Moreover, we show that population dynamics from mobile phone records
contain information additional to that of electricity demand records,
which can be exploited to improve prediction performance. Finally, we
illustrate how the joint analysis of population and electricity dynam-
ics elicits insights into the relation between population and electricity
demand segments, allowing for potential demand management interven-
tions and policies beyond reactive supply-side operations.

1 Introduction

In today’s developing world, efficient energy procurement is a key challenge for
building sustainable societies. The world’s energy consumption is expected to
grow annually by 1.6 %, increasing pressure for utilities and governments to ful-
fill demand and raising significant challenges in generation, distribution, and
storage of electricity. In this context, accurate predictions of electricity demand
are of salient relevance for supply-side operations by allowing efficient use of the
installed capacity for generation, distribution and storage, as well as efficient
electricity purchasing and trading. Moreover, reliable electricity demand pre-
dictions can enable the incorporation of low-carbon technologies into electricity
grids [9].
c© Springer International Publishing Switzerland 2016
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Recent research has developed various methodologies for electricity demand
prediction. Most prediction methodologies involve the use of diverse datasets,
such as regional weather forecasts [15], calendar data, building construction
materials [10], and building occupancy rates estimated from WiFi connections
[11]. These data sources are often only partially available over large regions and
are subject to human and institutional boundaries as well as error in their gen-
eration. Moreover, only a few of these – such as research on the use of WiFi data
that estimates dynamic building occupancy rates – capture the human dynamics
element underlying energy consumption.

Anonymous mobile phone records – or CDRs (Call Detail Records) – have
become one of the most salient sources of information that elicit large-scale
patterns of human activity. CDRs contain metadata on the social and mobil-
ity patterns of users and are generated by mobile network infrastructure on a
regular basis. In recent years, researchers have developed applications of CDRs
in domains relevant and diverse as crime prediction [3], population modeling
for disaster response in earthquakes and floodings [1,7], modeling of epidemic
outbreaks [6,14], inferring local socio-economic statistics in both the developed
and developing worlds [5,12], and urban transportation systems development
[2]. In addition, handsets and airtime are becoming cheaper, leading to ubiqui-
tous mobile phone penetration, which by 2013 approached 90 % in developing
countries and 96 % globally [13].

Today, few studies have explored the intersection of electricity demand and
population dynamics elicited from large-scale mobile phone records datasets
(CDRs). The novel intersection of these two perspectives on our built systems
can prove valuable in (1) increasing performance of electricity demand predictive
models, useful for efficient supply-side management of generation, distribution
and storage and (2) uncovering insights on population to grid dynamic rela-
tionships, which can allow for policies that go beyond reacting to demand into
shaping it.

In this work, we jointly examine population dynamics extracted from anony-
mous CDRs and electricity demand dynamics from hourly electric grid records.
The datasets encompass all call, texts and data connections and all electricity
consumptions for a small European country over an overlapping period of nine
months. Section 2 describes the datasets used.

Section 3 builds the baseline purely autoregressive models – those in which
feature variables are exclusively previous realizations of the predicted variable –
for (1) prediction of the daily amount of active population in the country, seg-
mented by country of origin and (2) prediction of hourly electricity demand, seg-
mented by region within the country1. We show that these basic benchmark mod-
els are capable of predicting hourly energy demand at percentage errors below
3 % and daily population activity at percentage errors below 10 % (Tables 1 and
2). Section 4 explores the joint information carried by mobile phone and energy
records. We show that population dynamics extracted from CDRs significantly

1 There is a large amount of tourism in the country. Over the time analyzed, on roughly
one in four people connecting to a cell tower were not from the local country.
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correlate with the errors yielded by the energy autoregressive models (Table 3)
and that these correlations can be exploited towards energy prediction perfor-
mance improvements. Finally, Sect. 5 illustrates how the joint analysis of popula-
tion and electricity dynamics can elicit insights on the relation between popula-
tion and electricity demand segments (Table 4), potentially allowing for demand
management interventions and policies beyond reactive supply-side operations.

2 Datasets Description

2.1 Mobile Phone Records

Mobile phone records (CDRs) consist of metadata about call, short message
service (SMS) and data communications, such as location and time of call, but
provide no information on the content of the communication. Figure 1 shows an
example of the call detail record of a phone call.

Fig. 1. Example of a CDR record

Relevant characteristics of CDRs are (1) the caller and receiver identities are
pseudonymized, i.e., names and phone numbers are replaced by anonymous codes
and (2) the geographic location of towers used for each communication provide
an approximation of users’ location. Additionally, CDRs may contain mobile
country codes (MCC) and type allocation codes (TAC), which encode the home
country of the mobile subscription and the mobile phone model respectively.

The CDR dataset used in this study comprises metadata, including MCC
and TAC codes, of all calls, SMS, and data communications of a small European
country over a period of nine months in 2015. From raw CDRs, we compute
daily active population, defined as the number of users that engaged in at least
one communication within the country on a given day. Figure 2 shows popula-
tion dynamics for locals and visitors over the period studied2. Segmentation by
country of origin is germane as the tourism industry plays a central role in the
country’s economy.

2.2 Energy Records

Energy records used in this study are registries of all electric current flowing
through the national grid. This and the CDRs dataset are available for an over-
lapping period of nine months in 2015. Temporal resolution for aggregate current
volumes is hourly. Geographic segmentation is naturally defined by four main
high voltage lines. Figure 3 shows the daily, weekly and seasonal dynamics of
energy demand, segmented by region.
2 Shown are countries with highest amount of visitors out of more than 50 countries.
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(a) (b)

Fig. 2. (a) Active population of locals vs. visitors. (b) Active population of top five
countries of visitors.

3 Baseline Autoregressive Models

We build baseline purely autoregressive models – i.e., models in which feature
variables are exclusively previous realizations of the predicted variable [4] – for
(1) prediction of the daily amount of active population in the country, segmented
by country of origin and (2) prediction of hourly electricity demand, segmented
by region within the country. All prediction tasks are solved for a horizon (h)
24 h in the future (also called day-ahead predictions).

These models are meant as modern baselines for more sophisticated predic-
tion methodologies in terms of information inputs and statistical learning meth-
ods. We use standard statistical and machine learning (ML) methodologies:

• Feature vectors used are composed of autoregressive values of the 14 days
prior to the prediction, which allows us to capture daily and weekly patterns
shown in Fig. 3.

• Standard ML methodology is used for training, cross-validating, model selec-
tion, and testing3.

• Regression models used are a linear Lasso and a support vector machine
(SVM) regression, with a radial basis function (RBF) kernel [8].

We assess predictive performance in terms of percentage errors (PE), defined
in Eq. 1 and normalized mean square errors (NMSE) defined in Eq. 2. PEs pro-
vide an intuitive interpretation, which is easily translatable to value metrics such
3 We train on 150 days and test on subsequent 30 days. We optimize regularization

parameters on a sequence of sequential 180 day blocks and assess prediction on a
final set of 30 unseen days.
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(a) (b)

(c)

Fig. 3. (a) Daily cycle of energy demand. (b) Weekly cycle of energy demand. (c)
Seasonal pattern of energy demand.

as trading cost and energy waste. Complementarily, NMSEs provide a natural
benchmark for predictive models, where NMSE < 1 entails that a model per-
forms better than the sample mean of the predicted variable [4]. Finally, we
benchmark energy predictions against those yielded by the commercial predic-
tive tool currently used by the national utility company, developed by a strong
player on the European market for energy forecasts.
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PE =
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yi
(1)
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∀i(yi − μ)2

(2)

3.1 Population Dynamics

We use an autoregressive linear Lasso for population dynamics prediction. This
standard model uses a square loss function and an L1 norm, performing thus
regularization and variable selection, as specified by Eq. 3.

min
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}
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Table 1 shows that the baseline autoregressive Lasso can predict active pop-
ulation at percentage errors near 5 % for Total and Locals population segments.
It also shows that the smaller the group, the harder it is to predict with pure
autoregressive models, yielding higher PEs for the Spanish and French popu-
lation predictions. All three population segments had NMSE < 1 where, for
example, the Locals predictor yielded errors of only 34 % of errors yielded by the
basic benchmark of using y’s sample mean as a constant predictor.

Table 1. Baseline autoregression predictions of active population per country of origin

Population Percentage error Normalized mean square error

Total 3.61 % 0.270

Locals 5.85 % 0.336

Spain 11.81 % 0.687

France 23.89 % 0.653

3.2 Energy Demand

We predict hourly electricity demand for each region using an analogous autore-
gressive approach. Here we implement a linear Lasso and a SVM with RBF
kernel as regression models.

Table 2 shows that baseline autoregressive models are able to predict elec-
tricity demand at percentage errors of 2.3 % for total demand and around 3 %
for regional demands. All models’ performances were one or two orders of mag-
nitude better than benchmark performance of y’s sample mean as predictor
(NMSE � 1). Moreover, the baseline autoregressive models yielded comparable
results to the commercial tool currently used by the country’s national utility
and performed substantially better for Full Country and Region 3 predictions.
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Table 2. Baseline autoregression predictions of energy demand per region

Energy Commercial tool PE Lasso PE Lasso NMSE SVM PE SVM NMSE

Full Country 2.80% 2.29% 0.0141 2.32% 0.0117

Region 1 2.69% 3.39% 0.0302 3.06% 0.0333

Region 2 2.68% 2.80% 0.0192 3.17% 0.0178

Region 3 6.41% 3.48% 0.0774 3.45% 0.0755

Region 4 No Data 3.26% 0.0205 3.26% 0.0177

4 Energy Demand Predictions Using Population
Dynamics

In this section, we explore the joint information carried by mobile phone and
energy records.

We evaluate the correlation of the segmented population predictions of
Sect. 3.1 with the errors yielded by the energy prediction autoregressive SVM
model in Sect. 3.2. We show that population dynamics extracted from CDRs sig-
nificantly correlate with the errors yielded by the energy autoregressive models
and that these correlations can be exploited towards energy prediction perfor-
mance improvements.

Table 3 shows that three out of four electricity demand regions present sig-
nificant correlations between the errors of their autoregressive models and seg-
mented population predictions, based on mobile phone data.

The additional information contained in mobile phone data can be lever-
aged towards improved prediction performance. To illustrate this application,
we implemented a standard SVM regression model where the predicted variable
is the hourly energy prediction error from Sect. 3.2’s autoregression models and
features are population predictions from Sect. 3.1’s autoregression models. This
simple sequential approach was able to reduce percentage errors of Sect. 3.2’s
baseline models in 4.2 % and 20.5 % for Region 1 and Region 4 respectively. No
improvement was achieved for Region 2 and Region 3.

5 Relating Segments of Population and Energy Demand

Lastly, we illustrate in this section how the joint analysis of population and elec-
tricity dynamics can elicit insights on the relation between population and elec-
tricity demand segments. The motivation for this analysis is that such relations
can, in addition to improving predictive power, potentially allow for demand
management interventions and policies beyond reactive supply-side operations.

We solve simple linear regressions of electricity demand for each region
against segmented population activity, as shown by Eq. 4, where explanatory
variables xij denote active population of segment j for day i. Coefficients of
these regressions elicit relationships between energy and population segments.
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Table 3. Correlations between electricity demand prediction errors and segmented
population predictions

Region 1 Correlation coefficient P-Value

Locals 0.070 0.308

Spain −0.213 0.0015***

France −0.170 0.0118**

UK −0.0516 0.447

Region 2 Correlation coefficient P-Value

Locals 0.105 0.123

Spain 0.060 0.378

France −0.0081 0.904

UK −0.010 0.881

Region 3 Correlation coefficient P-Value

Locals −0.086 0.206

Spain 0.169 0.018**

France 0.083 0.223

UK 0.016 0.816

Region 4 Correlation coefficient P-Value

Locals −0.139 0.0385**

Spain 0.116 0.0862*

France 0.154 0.0227**

UK −0.0288 0.671

* 90 %, ** 95 %, and *** 99 % confidence lev-
els.

These coefficients capture the effect that a singular increase in the active pop-
ulation of a country has on the energy consumption of a region, also known as
the unique or ceteris paribus effect.

min
β

∑

∀i

εi S.T. yi = β0 +
∑

∀j

βjxij + εi (4)

Table 4 shows how different energy regions are affected by population seg-
ments. For example, we see how a unit increase in UK visitors tends to have
a larger impact on Region 2’s electricity demand than a unit increase of Span-
ish visitors does, and that the region most affected by an increase in visitors of
any nationality is Region 2, the capital. Future research paths may explore the
network of relationships among more specific energy and population segments.

6 Concluding Remarks

We proposed standard Lasso and SVM autoregressive models as basic bench-
marks for segmented predictions of large-scale population and electricity demand
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Table 4. Population segments on electricity segments regression coefficients

Coefficients Locals Spain France UK

Full Country 0.385** 0.567** −0.644 6.98**

Region 1 0.0710** 0.0644* 0.0146 0.436*

Region 2 0.197** 0.240** −0.244 3.04**

Region 3 0.0495** 0.118** −0.164* 1.54**

Region 4 0.0682** 0.145** −0.2509* 1.96**

* 95 % confidence level
** 99 % confidence level

dynamics. We showed that these baseline models can yield accuracies below
3 % and 10 % percentage errors for electricity demand and active population
predictions respectively, and that segmented predictions are possible at simi-
lar accuracy levels. Moreover, we showed that population dynamics extracted
from CDRs contain information additional to that of electricity dynamics, and
that this information can be leveraged toward improved accuracy of electricity
demand predictions. Finally, we illustrate how the joint analysis of these datasets
can elicit the underlying network of relations among population and electricity
segments.

Future work may develop more sophisticated models that incorporate richer
information such as weather, calendar and building construction data and imple-
ment more sophisticated feature engineering, feature selection, and regression
models. Pure autoregressive models proposed here are meant as modern bench-
marks for more sophisticated models and commercial tools.

A promising research path forward consists of using finer segmentation in
both predictive and explanatory models. Possible paths include disaggregated
segmentation of the electric grid per town, industry or building complex and
additional population segmentations such as social and spatial behavior char-
acterizations and disposable income proxies inferred from users’ mobile phone
models. Finally, as pointed out in Sect. 5, further eliciting the underlying rela-
tions among energy and population segments can, in addition to improving pre-
dictive power, allow for demand management interventions and policies beyond
reactive supply-side operations.
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Abstract. Controversial topics, particularly political topics, often pro-
voke very different emotions among different communities. By detecting
and analyzing communities formed around these controversial topics we
can paint a picture of how polarized a country is and how these commu-
nities evolved over time. In this research, we made use of Internet data
from Twitter, one of the most popular online social media sites, to iden-
tify a controversial topic of interest and the emotions expressed towards
the topic. Communities were formed based on Twitter users’ sentiments
towards the topic. In addition, the network structure of these commu-
nities was utilized to reveal those Twitter users that played important
roles in their respective communities.

Keywords: Topic modeling · Sentiment analysis · Twitter · Social net-
work analysis

1 Introduction

Using social media to detect and monitor emerging phenomena has attracted
more and more attention from social scientists, political scientists, military
strategists, etc. With the ever-growing Internet connectivity, including mobile
connectivity, it is possible to collect millions of expressions from social media
users on a current event in an almost uninterruptable fashion. Twitter, for
example, is an ideal source for collecting information of public opinions and
public sentiments. With less than 140 characters, each tweet is more likely to
directly express a Twitter user’s feeling towards a particular event. Some recent
research efforts have been carried out on statistical modeling of Twitter messages
(e.g., [3–5,13]); however, there is less research of using sentiment analysis for
online community detection and monitoring.

In this research we demonstrated a practical approach to social network
analysis that aimed at identifying distinct online communities and prominent
nodes in these communities. We analyzed Twitter data during the period of
the Egyptian Revolution of 2011 to identify communities around a controversial
c© Springer International Publishing Switzerland 2016
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topic of interest. On January 25 of 2011 there was a large scale of demonstra-
tion in Egypt whose aim was of overthrowing the former Egyptian President,
Hosni Mubarak. The Twitter messages posted during this time period showed
people’s expressions and feelings without any censorship. Our data analysis was
conducted with the following procedure: First, we extracted several popular top-
ics in this Twitter dataset, and then, the most interesting topic was chosen by
historical or political knowledge. Second, sentiment analysis was applied on the
tweets that were closely related to the selected topic and communities were con-
structed using the sentiment score. Lastly, we examined the network structure
of these communities to deduce the characteristics of each community. These
characteristics can reflect the polarization on the topic within a society and may
shed light on some early signs of potential physical conflicts.

1.1 Related Work

Traditional research on community detection in a network was based on the
graph theory (e.g., [8,16]). [25] defined finding community in a social network
as “to identify a set of nodes such that they interact with each other more fre-
quently than with those nodes outside the group”. These types of research often
involved solving optimization problems to discover subgraphs or clusters that
represent regions with higher density of edges than other portions of the graph.
[18] provided a survey on the performance characteristics of several commu-
nity detection methods for social media. Some other recent work on this aspect
included [6,20]. Meanwhile, some researchers considered not only network struc-
ture but also social media contents. The analysis of these contents may provide
more insights about the polarized opinions expressed on specific topics in the
online society. [19] analyzed both opinions and social interactions to find simi-
lar people and see how this similarity relates to their social interactions. They
built graphs based on the available opinions and social data and then used the
Infomap community detection algorithm [23] to identify community structures.
[5] described methods for predicting the political alignment of Twitter users
based on the content and structure of their political communication in the run-
up to the 2010 U.S. midterm elections. They used manually annotated data
set and trained it with several classification features such as TF-IDF and hash-
tags obtained by content analysis, and cluster structures obtained by network
analysis.

The social media data related to the Arab’s revolutions had been of great
interest, as it played an important role in shaping the events in the region and
had been studied by several researchers. [3], for example, analyzed content and
network of Twitter to detect users who switched their polarity during the turmoil
in Egypt in 2013. They used a supervised method to classify the tweets into two
groups, pro-military intervention and anti-military intervention, then examined
if a user polarity has been swapped during some time period. [4] examined reply
and retweet networks of tweets related to the revolution in Egypt and the civil
war in Libya in order to identify interactions between the English and Arabic
language groups. [13] analyzed information flows across different types of users
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(activists, bloggers, journalists, mainstream media outlets, and other engaged
participants). They described the symbiotic relationship between media outlets
and individuals and the distinct roles between different user types.

Theories in the social-psychological science indicate that sentiments and emo-
tions of an individual often directly influence the individual’s behavior [1]. Politi-
cal scientists have postulated hypotheses on how the emotion of a political group
may escalate or deescalate conflicts with opponents and how a political actor may
manipulate the general populace sentiment towards an event or an institution
to their own advantage [17]. From this research it is seen that the sentiments
expressed in tweets could be an important factor in predicting possible trends
of a political event. In addition, by analyzing opposing sentiments along with
different ways of expression of emotions towards a political topic, we can group
tweeter users to different communities. The characteristics of these communities,
such as its size, emotion intensity, etc., will provide a quantitative measure of
the political environment in a country.

1.2 Overview of Dataset

The Twitter dataset used in this research comes from a collection of tweets
about Egypt during 19 days, from February 1 to 19, 2011, provided by Army
Research Lab (ARL). It consists of over 950,000 tweets. Each data entry has
14 fields, which includes identification number, language code, text message,
user name of who posted the tweet(“from user”), user name of whom the tweet
replies to(“to user”), date and time the tweet is posted(“created at”) and some
other metadata of each tweet. We extracted only tweets in English, which con-
sist of 619,635 tweets. The type of a Twitter message can be categorized by
Original tweet, Retweet and Reply. Retweet messages include a string pattern
“RT @username” in their texts and Reply messages start from “@username”
and they also have a user name of whom the tweet replies to in the “to user”
fields. Our dataset consists of 75 % of Original tweets, 20 % of Replies and 5 %
of Retweets, approximately. The total number of users who posted at least one
tweet is 144,648. Meanwhile, the total number of users who received at least one
reply from the other user is 36,149. We found that majority of users posted only
one or two tweets. The number of tweets for each day varies between 20,000
to 40,000, and peaked around February 2, corresponds to Mubarak’s refusal to
resign and on February 11, corresponds to Mubarak’s resignation.

2 Methodology

A flowchart of our data analysis process is shown in Fig. 1. It has two phases: In
Phase I, a controversial topic of interest is identified and irrelevant tweets to this
topic are filtered out; in Phase II, we perform sentiment analysis and identify
communities.
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Fig. 1. Summary of data analysis

2.1 Phase-I: Topic Extraction

The first step of making sense of online community formation is to understand
what people are talking about. This requires topic modeling, a special area of text
mining. With a compiled document of online text messages, called corpus, we
are interested in finding multiple sets of keywords (topics) in the corpus that are
closely related to each other and the association of each message to any topic.
Latent Dirichlet Allocation (LDA) is a flexible probabilistic generative model
for this topic-modeling problem [2]. It treats a document (or a message) as a
random mixture of latent topics and these latent topics have word distributions.
The parameter estimation of this model is typically carried out by the variational
Expectation Maximization (EM) method. After extracting topics from all tweets,
we are able to filter out irrelevant tweets based on the strength of association
with the topic of interest and conduct further analysis on the remaining tweets.

Figure 2 shows the graphical model representation of LDA, where M is the
number of documents in a corpus and N is the number of words in a document.
The boxes represent replicates. The generative model of LDA consist of the
following steps: (1) The term (word) distribution β for each topic is determined;
(2) The topic proportion θ for a document is chosen from a Dirichlet distribution,
Dirichlet(α); (3) Choose a topic Z from Multinomial(θ) for each word in a
document; (4) Choose a word W from a multinomial probability distribution
conditioned on the topic Z. The LDA result shows which words are most likely
to appear for a topic and the proportions of topics for each document.
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Fig. 2. Graphical model representation of LDA [2]

One challenge of applying LDA on twitter messages comes from the reality
that a single twitter message is too short to be used as a document [27]. In
order to overcome this difficulty, a few suggestions have been proposed that we
categorize as two distinct approaches. The first approach is to use aggregated
Twitter messages without modifying the standard LDA model. For examples,
[10] obtained a higher quality of learned model by training a topic model on
aggregated messages; [15] described various tweet aggregating schemes such as
author-based pooling, temporal-pooling and hashtag-based pooling, and they
suggested the hashtag-based aggregating scheme as the best one evaluated by
the ability of topics to reconstruct clusters and topic coherence. The second
approach is to modify the standard LDA model so that it can be adapted to
short documents. [27] assumed a single tweet is associated with a single topic and
proposed the Twitter-LDA model. The labeled LDA proposed by [21] is another
variation of LDA for microblog data. In this research, we used the first approach
to aggregate messages and analyzed the data using an LDA implementation
available in R package: “topicmodels” [9]. Specifically, we randomly selected
50 % of all tweets to constitute the training dataset, and then aggregated them
by the date that they were posted (daily-based pooling) so that aggregated
documents have relatively similar lengths compared to cases of author-based or
hashtag-based aggregating schemes.

2.2 Phase-II: Sentiment-Based Community Detection

A basic task in sentiment analysis is to quantify the polarity in a given text -
whether the expressed opinion in the text is positive, negative, or neutral [12]. A
commonly used method is to compare the text with known lexicons of positive or
negative words. We used Bing Liu’s sentiment lexicon [11] as a dictionary of pos-
itive and negative words, which includes around 2,000 positive words and 4,800
negative words. This lexicon is useful for social media text because it includes
mis-spelling, morphological variants, slang and social media mark-up [26].

With the selected topics from twitter corpus, we assess the twitter user’s
attitude to these topics based on the words used and the way of expression. Sub-
sequently, a similarity measurement based on the sentiment score between two
tweets can be obtained, which represent the likeness of the minds of two Twitter
users in terms of their attitudes to a common topic of interest. We will partition
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these users to different communities based on similarity measures. It needs to
be mentioned that our proposed community detection task is different from the
other graph based community detection problems since it is utilizing sentiment
analysis unlike other approaches introduced in Sect. 1.1. We also exploit tweet-
retweet and tweet-reply networks to identify the users who play a role of opinion
leader in the community.

3 Data Analysis and Results

It is reasonable to assume that the topics of reply-tweets are closely related to
those of original tweets they are replying to and hence reply-tweets should be
considered with their original tweets. In our dataset, about 20 % of tweets are
reply-tweets and unfortunately the original tweet of a reply-tweet is unknown
in the dataset we have been working with. Instead, they only provide the user
names who posted the original tweets through “to user” attribute(or @username
in text). For these reasons we assume that a reply-tweet has been written for rel-
atively recent post of an original tweet, so we add at-most 5 recent tweets, if any
exist, posted by @username before the posting of a reply-tweet. In our dataset
approximately 30 % of reply-tweets have at least one original tweet posted by
@username before the reply was posted and these original messages are added to
the reply-tweet. Meanwhile, URL, @username, punctuations and English stop-
words are removed from all tweet messages. We also removed words with less
than 3 letters and words that appeared less than 10 times in the whole dataset.

We chose to fit 30 topics based on perplexity [2] from 10-fold cross validation.
Table 1 shows the most heavily weighted words from some selected topics. It is
observed that most topics are dominated by a few similar terms such as “egypt”,
“tahrir”, “jan25” and “cairo”; while some terms are relatively unique, such as
“cbs”, “logan”, “lara” in topic 15. We also found that the document of each
day involves only one or two topics, and hence we could determine the topical
subjects of each day by looking at the highly ranked words in corresponding
topics.

Table 1. Extracted topics(part) by LDA

1 5 8 12 15 19 23 28 30

egypt egypt egypt egypt egypt egypt cairo egypt egypt

cairo cairo cairo cairo cbs libya egypt cairo cairo

bahrain tahrir jan25 tahrir logan jan25 jan25 tahrir mubarak

revolution can google will lara tahrir revolution jan25 tahrir

tahrir video protests jan25 cairo news like square people

people will tahrir like news square news news square

The next step is to filter Twitter messages which may not be related to any
topic extracted from LDA. For this we fit the individual tweets to LDA model
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once again given the term distributions of β for each topics provided by the
previously fitted model, and obtain the topic proportions θ for each tweet. We
calculate the following measure to determine relevance to the topics from LDA
of each tweet.

relevance(T ) =
∑n

i=1 log p(wi)
n

(1)

where T = {w1, w2, . . . , wn} is a tweet with n words, p(wi) is the likelihood
of the word wi. If relevance(T ) of a tweet is too small, then it probably be a
message that can be ignored. We removed tweets which have relevance smaller
than the 5 % quantile of the normal distribution fitted to relevance values.

With the reduced dataset, topic modeling can be repeated. This time, a
smaller number of topics can be given to LDA in order to zoom in the top-
ics which have more exposure to the Twittersphere. We repeated the whole
process of topic modeling on the remaining Twitter data with 20 topics. We
then removed more irrelevant tweets using relevance. The topics obtained in
the second iteration are similar to the topics in the first iteration. Therefore,
this iterative modeling/filtering process is stopped.

Now we can choose a controversial topic that we are interested in. During this
time period in Egypt, the most important historical event was the resignation of
Mubarak. Among the 20 topics, Topic 7 and Topic 15 were thought to be highly
related to the resignation of Mubarak since those two topics allocate relatively
high probability on the term “resignation”, comparing to other topics. Then,
we extracted the tweets that had the largest weights on Topic 7 or Topic 15. In
addition, based on the fact that the resignation of Mubarak was announced at
4 pm on Feb. 11, we removed all tweets posted before this time point, resulting
in 27,494 tweets of interest.

The sentiment scores of each tweet were calculated by a simple voting between
the number of positive words and of negative words in the tweet [14]. Treating
the sentiment scores of {−1, 0, 1} as neutral, we used the tweets with scores
higher than 1 or lower than −1 to construct two opposite communities. We also
investigated some categorized emotional items in each community using the R
package “sentiment”. It classifies the emotion of a set of texts using a naive
Bayes classifier trained on Strapparava and Valitutti’s emotions lexicon [24]. It
shows the magnitudes of 6 emotional items - anger, surprise, sadness, joy, fear
and disgust. Table 2 summarizes the results of sentiment and emotion analysis.
From the sentiment analysis result, it shows that the size of positive community
(for Mubarak’s resignation) is much larger than the size of negative community
(against Mubarak’s resignation). In addition, the average sentiment scores of pos-
itive and negative communities show that the positive community has stronger
sentiment intensity. From the emotion analysis, the positive community has a
much higher score for joy and the negative community has a relatively higher
score for anger than the opposite community.

The network structure of tweets provides useful information of how Twitter
users communicate with each other. Using the R package “igraph” we construct
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Table 2. Summary of sentiment & emotion analysis

Sentiment Emotion

users tweets score anger disgust fear joy sadness surprise

Pos 2,978 3,831 2.36 1.74 3.12 2.11 6.82 2.15 3.46

Neg 525 635 −1.98 2.27 3.32 2.47 2.40 2.64 3.04

a network from all pairs of users in both communities who were linked by tweet-
retweet or tweet-reply. We ignore independent pairs of users which do not have
a link with other part of the network to focus on a dense region. Figure 3 shows
the graph, in which the network is dominated by users of the positive community
and we observe some sub-networks of radial shape which have one user playing
the role of center. It shows that the user “ghonim” is in the center of the network
and has the highest degrees of connection with 35, indicates that “ghonim” is
likely to be the opinion leader in this network. In fact we found that it was
the username of Wael Ghonim, who had led anti-government protesters during
Egypt revolution. The username of the U.S. president, “BarackObama”, ranks
the second highest degrees with 16, and it is no surprise based on a fact that
he expressed welcome at Mubarak’s decision to step down. Lastly “samiyusuf”,
which has 12◦, is the username of Sami Yusuf, who is a British Muslim singer-
songwriter and released a song prompted by Egypt revolution.

BeeboHenein

Che_Twittara

embee

etharkamal

kalnaga

LilyKhalil

Mamoudinijad

NevineZaki

PrplDinosore

TEDxCairo

xDianaBiebs

samiyusuf

ghonim

monasosh

Gsquare86

AymanM

Sandmonkey

AJEnglish

monaeltahawy

justinbieber

BarackObama

Fig. 3. Tweet-retweet & tweet-reply network visualization: Blue dots represent users
in the positive community, red dots are users in the negative community, and gray
dots are neutral. User names (vertex label) of Twitter users who have more than 5◦ of
connection are presented. (Color figure online)
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4 Conclusion

Although Twitter users do not represent the whole range of people in a country,
it is still useful for understanding the popular topics of the day and how people
express their feelings online. This knowledge is valuable for predicting some
future events such as violent civil conflicts. In this research we proposed a two-
phased approach that integrated statistical topic modeling, sentiment analysis
and network structure analysis for social network. We analyzed the Twitter data
in the period of Egypt revolution in 2011. We are able to group Twitter users to
different communities based on their sentiment expressions on a topic of interest.
It is found that for this historical event, the resignation of Mubarak, online
society is dominated by sentiments supporting the resignation. In addition, we
provide the network structures of these communities and identify the center of
information flow.

Some limitations of our study could be addressed in future research. First,
in this study we used a simple unsupervised way to evaluate the sentiment of a
message by the pre-specified lexicon. In recent years, however, more advanced
supervised learning methods such as SVM or maximum entropy are actively
used in the task (e.g., the SemEval shared task on Sentiment Analysis in
Twitter [22]). Secondly, other languages (e.g., Arabic) could be included in the
analysis by translating them into English. Finally, more elaborate sentiment
analysis requires several natural language processing techniques; e.g., part of
speech. By utilizing these techniques, we expect to achieve more reliable results
of sentiment orientation.

Acknowledgments. The authors thank Sue E. Kase and Liz Bowman at the Army
Research Lab for their help in getting access to the Egypt data. The views expressed
in this paper do not represent the views of the U.S. government.
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Abstract. Metaphors shape the way people think, decide, and act. We
hypothesize that large-scale variations in metaphor usage in blogs can
be used as an indicator of societal events. To this end, we use metaphor
analysis on a massive scale to study blogs in Latin America over a period
ranging from 2000–2015, with most of our data occurring within a nine-
year period. Using co-clustering, we form groups of similar behaving
metaphors for Argentina, Ecuador, Mexico, and Venezuela and charac-
terize overrepresented as well as underrepresented metaphors for spe-
cific locations. We then focus on the metaphor’s potential relation to
events by studying the tobacco tax increase in Mexico from 2009–2011.
We study correspondences between changes in metaphor frequency with
event occurrences, as well as the effect of temporal scaling of data win-
dows on the frequency relationship between metaphors and events.

Keywords: Metaphors · Blogs · Open source indicators · Event
detection

1 Introduction and Related Work

Conceptual metaphors associate an abstract target concept with a concrete
source concept. So, we say things like “life is a journey” or “poverty is a dis-
ease”. Individual mappings of source-target concept pairs in language are lin-
guistic metaphors. Such constructions facilitate knowledge dissemination, bridge
c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 216–225, 2016.
DOI: 10.1007/978-3-319-39931-7 21



Event Detection from Metaphorical Usage 217

concepts over a variety of subject areas, and unwittingly affect human behavior
through intrinsic associations and world-views [4,7,10]. There have been a num-
ber of attempts to quantify these effects in an experimental framework [14–16].
Despite the confirming evidence, the effects of metaphors in everyday interac-
tions and mental constructs remains unclear [5]. Metaphor exposure and adop-
tion alone is not necessarily responsible for action, because anchoring and time
also dictate decision outcomes [14]. The impact of metaphor on behavior may
largely depend on its age or relative conventionality (i.e., becomes a definition)
in society [6,8]. Applied to complex social interactions and events in everyday
scenarios, capturing changes in metaphor usage can become an untenable under-
taking. At present, we adopt the assumption that conceptual mappings governing
action within a population are present to some degree in language, and can be
used for event detection.

Prior effort has focused on the use of Open Source Indicators (OSI) as
a tool for improving the forecasting of events [13]. In such analyses, models
with keywords relevant to events such as protests and disease epidemics steer
algorithms to predict the probability of occurrence [3,11]. However, we are
not blind to the operational modeling challenges that exist when incorporat-
ing metaphors [2]. The view taken in this paper is that we can re-purpose the
idea of the keyword dictionary to extract relevant text that now consists of a
tuple, ML := (source, target). This tuple is one of many linguistic metaphors
mapped to a given conceptual metaphor. Extracting these linguistic metaphors
in documents is a subject of continued research (e.g., [1,12]).

This is the first study to present a method of large scale analysis of metaphor-
ical usage in blogs. Our data derives from 327 Latin American blogs spanning
the years 2000–2015. We extracted 589,089 documents from Argentina, Ecuador,
Mexico, and Venezuela. Blogs from these countries were chosen for their rich use
of metaphorical language and discussion of significant political events. We per-
formed spectral co-clustering over the time-series correlation matrix to identify
groups of metaphors that appeared in the text in close temporal proximity and
linear proportionality. Through the course of the analysis, we investigate:

1. What do concepts mapped to linguistic metaphors reveal about differences
in blogger populations?

2. Do prevailing conceptual references of linguistic metaphors change over the
course of specific events?

In general, identifying equilibrium behavior is highly subjective. We can detect
clusters of different slants on particular target concepts like taxation and gov-
ernment, but locally prevailing source concepts can be subject to variations that
are dependent on the size of the data window (scaling effects).

2 Methods

Blog Selection. Blogs are studied, because initial investigations revealed more
metaphorical language than similarly timed news articles containing more fac-
tual description of events. Candidate blogs were required to be located in the
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country of interest, express political opinion, and reference events published in
a major news outlet. These were found using either a directory (e.g., http://
blogsdemexico.com.mx/) or through Google searches. The main search format
was: [Political blog, name of the country/topic]. Examples of searches include:
“Blog politica, Argentina, Venezuela”, “blogs problemas sociales”, “blogs politi-
cos”, etc. Specific references to hosting sites were also used such as “blogspot
Pena Nieto”. Topics of the blogs include societal issues, the economy, and crit-
icism of current or former government and politicians. Most of the blogs were
written in Spanish; however, some of the Venezuelan blogs were written in Eng-
lish for a number of possible reasons. This is an unavoidable source of bias result-
ing from inconsistencies across languages in metaphor usage. Therefore, we only
consider blogs written in Spanish. Summary details of the corpus are given in
Table 1. The ratio of documents containing linguistic metaphors (LMs) remains
fairly consistent across countries. The LMs included are only those mapped to
seven target concepts discussed below, not all LMs present in the data.

Table 1. Summary details of the blog corpus by country.

Country # blogs # docs # LMs LM-doc ratio

Argentina 89 111437 53283 0.48

Ecuador 59 13899 5278 0.38

Mexico 97 306101 157553 0.51

Venezuela 82 157652 75869 0.48

Total 327 589089 291983 0.49

Metaphor Extraction. Linguistic metaphors were extracted using software,
the Metaphor Detection System (MDS), developed on the IARPA Metaphor
program1. The goal of this program was to develop automated systems to iden-
tify the beliefs and world-views of different cultures by examining their use of
metaphorical language. The MDS automatically detects linguistic metaphors in
the original Spanish text and then maps them to pairs of pre-defined conceptual
constructs. The MDS uses a mixture of techniques, including lexico-syntactic
pattern matching and classification using semantic and psycholinguistic features.
Internal program testing showed the MDS capable of achieving an LM detection
F-score of 0.74 (precision 0.82, recall 0.68) in Spanish. As stated earlier, the goal
of this paper is not to focus on the mechanics of MDS itself (covered elsewhere)
but to present the first large-scale analysis of metaphors in blogs.

Both linguistic metaphors and their mappings to source-target concept pairs
are used in this analysis2. The conceptual targets we consider in this analy-
sis are mt ∈ {BUREAUCRACY, DEMOCRACY, ELECTIONS, GOVERNMENT,

1 See: http://www.iarpa.gov/index.php/research-programs/metaphor.
2 Target and source concepts will be represented in all caps: e.g., ELECTIONS.

http://blogsdemexico.com.mx/
http://blogsdemexico.com.mx/
http://www.iarpa.gov/index.php/research-programs/metaphor
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POVERTY, TAXATION, and WEALTH}. We analyze 84 conceptual sources ms ∈
{CRIME, MACHINE, MOVEMENT, . . .}. The linguistic sources and targets are a
dictionary of political keywords, such as “government”, that map to a conceptual
source or target domain. Given the translated text from our corpus, “the usurper
government”, usurper is the linguistic source and government is the linguistic
target. Similarly, usurper maps to the source concept CRIME, and government
maps to the target concept GOVERNMENT. These source and target concepts
form the tuple, M := (ms,mt) ∈ M. The set M consists of all source-target
pairs, and has cardinality (|M| = 672). Our dataset is X ⊆ T ×M×B for daily
timestamps t ∈ T and blogs B ∈ B. Time-series are generated for each blog and
concept pair, fM,B(t) = |{x ∈ X|x = (t,M,B)}|, that indicate the frequency of
the metaphors appearing at time, t.

3 Results and Discussion

Blogs are heterogeneous in nature, because they can range in publication fre-
quency, content length, and production effort. The prototypical blog post may
not exist on all dimensions, because they display characteristics of both aca-
demic articles and Twitter posts. Although germane to the discussion, we do
not directly address the qualities composing the blogs, and focus the analysis to
aggregating a variety of different blogs by target concept through co-clustering.

Clustering of Concept Pairs. Clusters of related metaphors are formed over
summed times series of metaphor frequencies,

FM (t) =
∑

B
wBfB,M (t) (1)

where we assume wB = 1. Setting wB = 1 assumes that the blogs contributing
to the proportional response are of equal weighting. This is perhaps sub-optimal,
but it is a maximum-entropy approach for reducing noise fluctuations in individ-
ual blogs given no prior information. We could reduce the argument further by
considering the relative contribution per writer (multiple per blog) given certain
types of events, but then lose the information inherent in the collection. For now,
wB is a parameter for investigation in future work.

The spectral co-clustering algorithm [9] forms clusters of similar source con-
cepts, ms for a given target concept mt. Co-clustering is performed over the
Pearson correlation matrix C, to find evidence of similar linear proportional
responses. The correlation matrix is N × N , where N is the number of source
concepts ms for a given target concept,

cij =
∑K
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where F̂M = (FM ∗W )(t) is a windowed time-series from t ∈ {1,K} for metaphor
Mi and Mj , and ¯̂

F is the mean of the time-series. The Hamming window is
applied in the convolution of FM ,

W (γ) = 0.54 − 0.46 cos
(

2πγ

Γ − 1

)
, 0 ≤ γ ≤ Γ − 1 (3)

where Γ is a parameter that controls the length of the window. The Hamming
window places more weight on the current time step while the future and past
extrema are minimized. The convolution is phase centered to preserve temporal
accuracy and assume a symmetric lead-lag duration between blog and event
dates. This choice of filter (as opposed to cross-correlation) reduces the effects
of inconsistent lead-lag responses of publication dates around events for small
Γ . For large Γ , this window compensates for unknown lead-lag relationships to
frequencies across multiple events.

The number of clusters were chosen to minimize the objective function,

β∗ = arg min
β

φ(C(β)), φ(C) =
∑

i=1,j>i

ijcij (4)

where φ(C) minimizes entries appearing on the off-diagonal, and β is the opti-
mal number of clusters. Minimizing this objective discourages highly correlated
time-series from appearing in separate clusters. This increases discrimination
of clusters by forcing smaller highly correlated clusters, when possible. The co-
clustering algorithm was initialized randomly for 20 trials at each choice of β.

The source concept clusters grouped by target for Γ = 365 are shown for
Mexico3 in Fig. 1. Source concepts with higher frequency counts are in the center
of the cluster along the y-axis. For each target concept, different countries have
different groupings of source concepts. However, there are some common trends
in all of our datasets. ELECTIONS, as a target concept, tend to have a thin cluster
having COMPETITION as the most frequent source concept. In our data for both
Mexico and Argentina, we tend to see increased metaphor usage around the time
of elections. The target concepts, POVERTY and GOVERNMENT, tend to have
one large cluster and one small cluster of source concepts. The large cluster tends
to be the source BUILDING, and the smaller cluster varies. POVERTY, however,
has a different set of source clusters for each country indicating the possibility of
regional variations. Lastly, BUREAUCRACY tends to have many smaller source
clusters, which indicates more variety in the descriptions of this target.

Quantitatively, with this amount of data, it is likely that the distributions
of source concepts associated with targets are going to be different4, if not by
chance alone. Therefore, we consider the table of standard residuals to find the
relative target and source pairs that are markedly different between countries

3 Argentina, Ecuador, and Venezuela are not shown to conserve space. Qualitative
results from these countries are discussed in terms of their similarities to our Mexico
dataset. Differences are explicitly highlighted in Table 2.

4 χ2 test (Γ = 365), p < 0.001 for all targets in all countries.
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Fig. 1. Source clusters of linguistic metaphors are shown for blogs in Mexico, Γ =
365. Each horizontal position corresponds to a particular source concept, M . Clusters
are identified by the partitions on the right y-axis. Each time-series is color-coded to
a target, and the opaqueness shows increased metaphor frequency per blog at that
timestamp, and marker size indicates the frequency of usage on a given date by a
particular blog. Larger clusters show source names.

as shown in Table 2. This table shows results for summed blog data, FM (t) over
the entire window of time from 2000–2015. The subtables are grouped by tar-
get, and the source concepts showing the most differences are shown in bold.
Ecuador is not included for having too few data relative to Argentina, Mexico,
and Venezuela to make a proper comparison. Of the highest relative standard
residuals, highlighted in bold, Mexico tends to deviate from the distributions
of Argentina and Venezuela for BUREAUCRACY as a HIGH LOCATION and
for the increased usage of ELECTIONS as both a CRIME and BUSINESS, with-
out as much ELECTIONS as a GAME (i.e., something won). Mexican blogs also
the DEMOCRACY as BUILDING tends to be underrepresented as well. How-
ever, target concept WEALTH shows more diverse differences where compared
to Argentina, Mexico shows increased usage of BUSINESS, CRIME, RESOURCE,
and LOW LOCATION sources as opposed to MOVEMENT and BUILDING.

Cluster Variation Around Events. One of the challenges of using blogs and
metaphors to detect events is that there is no one specific type of event that
corresponds to a particular conceptual metaphor. For example, POVERTY as a
MONSTER can refer to a number of different events in the realm of government,
economics, civil unrest, and politics. Modeling an individual interpretation of
an event through metaphor is likely not to converge to a particular expected
outcome. However, given enough data points of correlated trends in a cluster
surrounding a particular event may have insight into this complex relationship.
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Table 2. χ2 standardized residuals for target-source concepts; larger (±10) differences
in source concepts relative to sample countries are shown in bold.

As an example, we study the metaphors associated with the target concept,
TAXATION in Mexico. In Fig. 1, we see that there a number of intervals of time,
particularly between 2009–2011, and just after 2014 where there is an increase in
both the number of blogs and source concepts referenced in our data. These are
noted by the more opaque patches and increased path width, respectively. Dur-
ing the 2009–2011 interval, Mexico had an increase in the tobacco tax. Figure 2
shows the time-series produced by the top three sources of both time-varying
TAXATION metaphor clusters shown in Fig. 1. The clusters are labeled “1” and
“2”, respectively. The black time-series is the frequency of occurrence of the
words “tabaco” and “cigarrillo” in our Mexican blog corpus. These metaphors
tend to vary proportionally with respect to the appearance of the tobacco key-
words. However, the CONFINEMENT, STRUGGLE, and PHYSICAL BURDEN

source concepts tend to focus around the same interval as the tobacco key-
words peak. In these time-series 82 % of the tobacco references and taxation
metaphors occurred within the same sentence, indicating a strong relationship
to the metaphors referring to the tax increase during this time period.
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Fig. 2. F̂M (t) (Γ = 365) for the TAXATION target concept in Mexico. The vertical
lines indicate the years during the period of increased tobacco tax.

The association of concept pairs to events is limited by the mapping of linguis-
tic metaphors. In this example, the TAXATION as an UPWARD MOVEMENT is
commonly referring to a tax increase or “impuesto” and “elevar”. The linguistic
metaphors supporting TAXATION as a CONFINEMENT conceptual metaphor
are referring to evasion or being captive. There is no guarantee that any of
these metaphors is strictly referring to the tobacco tax, but in aggregate we see
mutual linearly correlated fluctuations in the times series. The least correlated is
TAXATION as a DOWNWARD MOVEMENT, and the most correlated is PHYS-

ICAL BURDEN. Therefore, we can extract a linearly proportional relationship
between metaphors and events, but is currently on a case-by-case basis.

Effects of Varying the Data Window, Γ . Inconsistencies in publication
times, metaphor usage and events affect the temporal relationship between
metaphors and events. Our results up to this point have focused on cluster-
ing using a data window of size, Γ = 365. We assume that applying a Hamming
window of length Γ over the data helps to disperse signal energy symmetri-
cally in time to smooth variations in blog publications around relevant events.
However, in larger data windows, we expect a decrease in the number of clus-
ters, and certain metaphors may exhibit more similar behaviors over different
temporal windows.

If the metaphors had similar temporal characteristics at every windowing
parameter, Γ , we would expect to see the clusters merging as the window length
increases. However, the network in Fig. 3 shows a different path of cluster forma-
tion. Each edge weight corresponds to the number of same sources in each node
(cluster). Initially, there are many small clusters containing few sources. As the
window length increases, many of these smaller clusters are absorbed as would be
expected. These are identified by the downward arrow showing similar temporal
trends. There are also a number of crossings between clusters, and often these
crossings contain groups of 10 metaphors. As the window approaches the length
of the time-series (4096 time steps), the clusters converge to two nodes with
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Fig. 3. The path of source concept clusters for TAXATION in the Mexico dataset
reveals different cluster configurations, and the “right” time-scale is less obvious.

one containing most of the sources. Although there is a trajectory of thick edges
connecting the windows of increasing size, the cross-overs indicate the possibility
of different temporal similarities between source-target concept pairs, and the
possibility of no “characteristic” time window for analysis of events.

4 Conclusions

This is the first large scale analysis of metaphors in Latin American blogs for
event detection. We discuss qualitative similarities of cluster formation when
grouped according to correlation, but source concepts will vary when aggregated
by country. Using a co-clustering approach, we identify times of interest and show
an example of a linear proportional relationship of metaphor usage regarding
taxation around a period of time when Mexico enacted a tobacco tax. However,
when generalizing the approach to multiple scales, the clusters do not necessarily
show a characteristic time-scale. This indicates that different relationships could
be realized over different data windows. Future work will consist of a two-pronged
approach. First, we aim to better understand what the different window lengths
may come to represent. Second, aggregating heterogeneous blogs is a non-trivial
process. To refine our approach, we aim to better understand the uncertainty of
blog temporal behavior to better estimate prior probabilities of publication style
and metaphor usage parameters in this diverse data source.
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Abstract. In the aftermath of disasters, communities struggle to
recover from the physical and emotional tolls of the event, often without
needed social support. Social media may serve to bridge the distance
between the affected community and those outside who are willing to
offer support. This exploratory study uses Twitter as a lens for examining
gratitude for support provisions in the aftermath of disasters. Gratitude
for support is examined in the context of two significant U.S. disasters, a
tornado that devastated Alabama and the mass shooting at Sandy Hook
Elementary School. Observed expressions of gratitude for social support
from each community differed from what would be expected based on
established factors relating to social support in the aftermath of the
disaster. These findings offer ways for social media – as a window into
real-time community behaviors relating to response and healing after
disaster – to contribute to the provision of mental health resources and
monitoring community resilience and recovery.

Keywords: Gratitude · Social support · Social media · Disaster ·
Machine learning · Twitter

1 Introduction

Disasters are serious disruptions of the functioning of a community or a soci-
ety. They involve widespread human, material, economic, and/or environmental
losses and impacts that exceed the coping capacity of the affected community
or society. Their impacts are wide-ranging and may involve loss of life, injury,
and other negative effects on human physical, mental, and social well-being;
damage to property; destruction of assets; loss of services; social and economic
disruption and environmental degradation [2]. Improved understanding of the
processes of disaster response and recovery, including the role of social support,
could contribute to improving the health and resiliency of communities coping
with disaster.
c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 226–236, 2016.
DOI: 10.1007/978-3-319-39931-7 22
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Social support is critical to individual and community-level well-being and
happiness, and it becomes more important when coping with disaster. Gratitude
has been conceptualized as an emotion triggered in response to the supportive,
helpful actions of others. Experiencing gratitude when coping with adversity,
such as disasters, can contribute to healing, resilience, and growth [14].

There is a need for improvements to existing tools and procedures to support
disaster behavioral health response and for additional research in the areas of
risk, resilience, and recovery [29]. Current instruments rely on retrospective self-
reports [11,16]. Social media such as Twitter could supplement this perspective
by capturing the spontaneous expressiveness of a community as it experiences
the event. Sharing emotional responses to a disaster, as well as offering and
requesting support in networked publics, have become part of our collective
response to crisis [5].

Relatively little research has explored the ongoing process of coping with
a traumatic event as it progresses [26]. Successfully identifying social media
discussions acknowledging social support could provide insight into how well a
community is coping. This could help focus disaster mental health efforts or help
monitor community resilience and recovery.

The present work explores expressions of gratitude for support on Twitter
in the aftermath of two disasters. We demonstrate an automated method for
detecting this important behavior which, while an imperfect proxy for actual
social support received, is independently an important factor in resilience and
healing after disaster [10]. We then measure this behavior in the context of two
significant U.S. disasters, a tornado that devastated part of Alabama and a mass
shooting at an elementary school in Connecticut.

2 Related Work

2.1 Characterizing Disasters

A traumatic event can be defined as one that involves exposure to death, threat
of death, actual or threatened serious injury, or actual or threatened sexual
violence [3]. Disasters are traumatic events that are collectively experienced, in
contrast to personal tragedies.

While multiple typologies of disasters exist, we adopted a broadly
applied approach that considers whether the disaster was natural or human-
induced/technological [25], and if human-induced, whether it was intentional or
accidental. These aspects of a disaster have been observed to shape offers of sup-
port, and the health, and influence recovery and resilience of affected individuals
and communities [8,21].

In general, high levels of community distress after disaster are most likely
when two or more of the following features exist: human perpetrators; inten-
tional violence; high prevalence of injuries; threat to life; loss of life; severe,
extensive property damage; and significant, ongoing financial difficulties for the
community [16]. In our work, both disasters possess three or more of these
features.



228 K. Glasgow et al.

2.2 Disasters, Social Support, and Gratitude

Social support has been demonstrated to be critical throughout one’s life course,
and is particularly valuable as a moderator of life stress [6]. Victims need social
support to cope with and recover from disaster, and may experience a need for
support that exceeds what their immediate environs and network can supply [12].

A number of factors influence the amount of support that disaster victims are
offered. A primary factor is the severity of the event [9]. Psychological factors
also play a role in the behavior of potential providers of support. Both locus
of causality and situational controllability have been observed experimentally
to influence provision of support in disaster contexts [15,18]. Locus of causality
involves the degree to which a person in need of help personally caused the
negative event, while situational controllability considers if the negative event
could have been foreseen, prevented or avoided.

Those who receive support or other benefits, particularly if the benefit was
not anticipated, are likely to experience gratitude [4]. Gratitude has been found
to be psychologically protective, notably in the context of human-induced dis-
asters, such as the September 11th attacks [8] and in other types of events such
as accidents, natural disasters, and personal experiences of violence [14].

2.3 Social Media and Disasters

Social media platforms such as Twitter have demonstrated utility in helping
individuals cope with disasters [19], and enable collective response to crisis. The
phenomenon of thanking others, or expressing gratitude via social media in the
aftermath of a disaster has been identified as a significant portion of discourse,
occurring across a wide range of disasters and spanning multiple continents, but
this phenomenon is imperfectly understood [17]. This imperfect understand-
ing has led to gaps in understanding disaster behavior and related communica-
tions [23]. Our work contributes new knowledge to help address this gap.

Olteanu [17] observed Twitter to more generally be a medium through which
the “nuance of disaster events” is magnified, and a mechanism through which
a disaster event is socially constructed. The scale and granularity of Twitter
data provide a unique lens into the nature and dynamics of response to disaster,
including social support and gratitude.

3 Current Work: Comparing Expressions of Gratitude on
Twitter Following Two Disasters

The full spectrum of emotions, intentions, and outcomes relating to social sup-
port following a disaster has provided fertile ground for theorizing and study. The
current work draws from the literature on social support and gratitude, disaster
response and recovery, and social media to examine aspects of the recovery of
two communities struck by two typologically distinct disasters. It uses machine
learning to help address the challenges posed by the scale of social media data,
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uncovering relevant tweets in datasets far too large to be easily annotated by
humans. In this work, we focus on acknowledgments and expressions of gratitude
for support after a disaster. We use social media as a lens through which to view
the organic responses of the community.

This work contributes to an acknowledged gap in the literature regarding
understanding expressions of gratitude in social media in the aftermath of disas-
ters [23]. It extends work using Twitter to evaluate discussion of disasters using
data from random 1 % samples of Twitter data based on matching disaster key
terms [17] with analysis based upon a much more complete and geographically
relevant sample of tweets from members of the disaster stricken community.

In this work, we examined two disasters. One was a massive tornado, a nat-
ural disaster that tore apart Tuscaloosa and Birmingham, Alabama in 2011.
The second was a brutal human-induced disaster and the deadliest elementary
school shooting in US history, the Sandy Hook Elementary School shooting in
Newtown, Connecticut. The current work examines disasters that differ with
respect to severity, measured in terms of associated deaths, injuries, and dam-
age. Previous work has identified severity of a disaster as increasing both will-
ingness to help, and the amount of support offered to victims of a disaster in
experimental settings [15,18]. Severity of loss has been associated with greater
support from non-kin after devastating flooding [13].

4 Background on Disasters Studied

Tuscaloosa Alabama tornado: The tornado that struck Jefferson and Tuscaloosa
counties in Alabama on April 27, 2011 was the most devastating tornado in
terms of damage that the United States had experienced, causing an estimated
$2.4 billion in damage. The tornado sustained wind speeds up to 190mph, and
left an 80-mile long swath of destruction. It killed 64 people and injured an
additional 1500 [1]. Afterwards, the President visited the region and a federal
state of emergency was declared.

Newtown school shootings: On December 14, 2012, 20 school children and
six faculty members were shot and killed at Sandy Hook Elementary School in
Newtown, Connecticut. This was the deadliest primary school shooting in US
history. Most victims were six years old. In the days following this disaster, the
President visited Newtown, spoke at a vigil, and met with families and first
responders.

Assessed by typical quantitative measures, the tornado was the far more
destructive event (see Table 1). Over twice as many people were killed, and orders
of magnitude more were injured. The Alabama communities sustained over 50
times as much property damage. Thousands were left homeless by this natural
disaster, and many saw their workplaces destroyed as well. The most fundamen-
tal difference between these two events – and one much harder to quantify –
is the type of disaster. The tornado that devastated Alabama is a natural dis-
aster. The school shooting was a human-induced disaster, a deliberate act of
commission, not a consequence of error or negligence.
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Table 1. Scale and destructiveness of Alabama tornado and Newtown school shooting

Alabama tornado Newtown school shooting

Number of victims killed 64 26

Number of children killed 19 20

Number of persons injured 1500 2

Estimated property damage $2.4 billion $42 million (replace school)

Displaced households 6 k homes destroyed,
15 k damaged

0

5 Methods and Results

One challenge posed in working with Twitter content is identifying relevant
tweets in large corpora. Social media discussions relating to the disasters and
their aftermath are varied – providing information, describing volunteering
opportunities, soliciting contributions, etc. Tweets acknowledging or express-
ing gratitude for support are a fraction of the general discussion relating to the
disasters, which itself is a small fraction of the total data.

For both events, we used Twitter’s geo API to collect tweets from the affected
counties. We analyzed data covering an 11-day span, beginning the day after
the event. This helped eliminate potential effects of time of day variance. We
retrieve 2.8 million tweets from 74,819 user from April 28-May 9 from Jefferson
and Tuscaloosa counties, and 119,651 tweets from 3648 users from 15–26
December for Fairfield county. We collected many more tweets from Alabama
than Connecticut. This may be attributable to changes in Twitter’s rate limit pol-
icy enacted in 2012, before the Newtown school shooting, though we cannot be
certain.

Machine learning methods were used to help identify relevant tweets. Only
a small percentage of the tweets were relevant to the topic of acknowledgement
of social support following the tornado or the shooting. We estimated that less
than about 1 % of tweets were relevant to our task, based on random samples
from each dataset. Table 2 provides examples.

Thus, we face a common challenge seen in real-world classification tasks. The
classes we are interested in are only a small percentage of the actual data. To
address this, we queried the dataset for tweets containing terms likely to indicate
expressions acknowledging social support relating to each respective disaster. For
Alabama, these included terms relating to thanks or support (thank, help, support,
aid), and terms relating to the tornado (tornado, twister, storm). For Newtown, we
queried the Twitter data for tweets containing terms likely to indicate expressions
acknowledging social support relating to the school shooting. These included the
previous terms relating to thanks or support, and terms relating to the shooting
(shoot, loss, kill, grief ). For each event, we further queried for tweets containing
terms from both classes, support-related and event-related.
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We randomly sampled from each of these sets of tweets, in addition to a
random sample of tweets from the full dataset, to ensure sufficient positive tweets
in the dataset and address class imbalance [28]. The dataset for the Alabama
tornado contained 705 tweets annotated for ground truth, drawn from the sets
described above. The equivalent dataset for Newtown consisted of 670 annotated
tweets. Each dataset contained 15 % gratitude tweets. We used a semi-supervised
active learning framework that incorporates Twitter-specific features for building
classifiers [22]. We used two classes to distinguish between tweets expressing
gratitude for social support relating to disaster, and all others. The highest-
scoring class (>.50) can be considered the label generated by the model for that
tweet. We created a separate model for each dataset. Both models performed well
at classifying tweets in the relevant class, achieving 96 % recall on the Alabama
test data and 94 % for Newtown. However they produced a substantial proportion
of false positives. One technique demonstrated to help reduce false positives
rates is cascading classifiers, or using the output of an initial classifier as input
for a second classifier [24]. The cascade can alternately be considered a focus-of-
attention mechanism that discards regions unlikely to contain objects of interest.
We developed a second classifier employing Linguistic Inquiry and Word Count
(LIWC).

Table 2. Example positive and negative tweets for expressions of gratitude for social
support

Alabama tornado Newtown school shooting

Positive @A we are thankful for your help in

our time of need from the

#tornado #BhamSalvArmy

@B i know.thank you, a lot of people are

making me feel better by just sending

condolences. it’s hard, but we’re #203strong

Negative Locked my keys in the house for the

2nd time in maybe 12 hours...?

@C baby your the best girlfriend ever I would

never trade you for anything your perfect

LIWC is a widely used text analysis program [20,27]. Its central premise is
that the words people use can reveal their mental, social, or emotional state.
LIWC incorporates a number of psychologically relevant variables that might
pertain to this research, such as positive emotion, first person plural (we), money,
and work. This final model incorporates LIWC features and the previous classi-
fier score.

We created our training, validation, and testing data sets from an additional
1000 annotated tweets from the 34,600 Alabama tweets and 506 tweets from
the 5,400 Newtown tweets output as positive by their respective classifiers. We
used Rattle [30], which implements a number of R’s machine learning libraries,
to build our final classifiers.

For the Alabama data, the best performing final model, an SVM, achieved
82 % accuracy on test data. For the Newtown data, the final SVM had 87 %
accuracy on test data. A confusion matrix for both models is provided in Table 3.
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Table 3. Confusion matrices for Newtown and Alabama classifiers

Actual class Predicted class

Newtown Alabama

Not Gratitude Gratitude Not Gratitude Gratitude

Not Gratitude 0.74 0.07 0.58 0.09

Gratitude 0.07 0.13 0.09 0.24

Our task involves comparing relative percentages of gratitude tweeting for each
disaster. The total gratitude tweets predicted by the models mirror the number
of true positives in the data.

Findings from previous work suggest we should observe a higher percentage
of tweets from Alabama in the positive class, since that was the more severe event
[9,13]. The tornado killed more than twice as many people, injured thousands
more, caused over $2.3 billion more in damage, and physically devastated a far
greater geographic area. Both events are similar in having an external locus of
causality and minimal situational controllability.

However, when we compare data gathered from Newtown and Alabama in
the days following their respective disasters, a different picture emerges. The
community that experienced the quantitatively less severe disaster, Newtown,
generated proportionally more support acknowledgments (1.1 % vs. 0.15 % of
tweets, p < .001). A far larger percentage of their population expressed gratitude
for support received (13.33 % vs. 3.43 %, also p < .001). and per capita gratitude
tweeting is 6.33 times higher (Table 4).

Table 4. Tweets and users expressing gratitude in the Tuscaloosa tornado and
Newtown school shooting

Events

Alabama tornado Newtown shooting

Population of affected counties 852 k 917 k

Unique Twitter users 74,819 3542

Gratitude tweets (final model) 4289 1330

Percent of gratitude tweets 0.15 1.11

Users with gratitude tweets 2564 472

Percent of users with gratitude tweets 3.43 13.33

Per capita gratitude tweets 0.06 0.38

Because rates of tweeting show daily variability, and Alabama suffered inter-
ruptions to power and Internet access immediately after the disaster, it is prefer-
ably to normalize daily rates of gratitude tweets as a percentage of total tweets
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per day. The two communities have the highest percentage of gratitude tweets in
the days following the disaster. Both communities show about a 60 % drop in the
first week. Over the entire timeframe, the minimum rate for expressing gratitude
in Newtown exceeds the maximum measured in Alabama, as shown in Fig. 1.

Fig. 1. Tweet activity and expressions of gratitude in the 11 days following the New-
town school shooting and Alabama tornado

6 Discussion

This study examines social media expressions of gratitude for social support
received in the wake of two large-scale, traumatic events. Both events had deep
impacts on their respective communities. The support provided to these com-
munities after their disasters would be essential to any recovery process.

Yet, judging from patterns observed in Twitter data from these communities,
their experiences and response to support differed markedly, and in ways not
always anticipated by theory. In Alabama, the community that suffered the more
quantitatively severe disaster, there were proportionally fewer expressions of
gratitude for support received. This stands in contrast to theoretical predictions
that support should be related to the severity of the event [13].

This work makes contributions in two primary areas: (1) it presents an app-
roach and methodology for studying gratitude in response to support, (2) it
suggests that additional social and psychological factors should be considered in
theorizing about social support and disaster response.

Leveraging affordances of social media to focus on affected communities,
rather than global discussion of disaster, provides unique insight into community-
level phenomenon. Data collection over an extended time period has advantages
over snapshots taken at one or a few points in time, and helps cope with disrup-
tions of utility service or access to social media platforms.

Given the quantity of data that may be produced by a community after
a disaster, automated text processing and machine learning approaches may
be essential. While identifying expressions of gratitude across many types of
disasters will not be amenable to a single cookie-cutter approach, bootstrapping
off the language commonly used to express thanks and gratitude, and to describe
the disaster should aid development of classifiers for gratitude for social support
received after disasters.
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Beyond the severity of a disaster, how bystanders view a disaster and the
victims is known to affect how much support given. While the two disasters
were similar in many of the ways disasters can engender different psychological
responses, such as locus of causality and situational controllability, there must be
other factors that explain the dramatic differences seen our analyses. The shoot-
ing at Sandy Hook Elementary School may have triggered more support because
it was an intentional, human-induced disaster intended to produce mass casual-
ties. It specifically targeted young children as victims. This emotional aspect of
the disaster may have trumped the counts of dead and injured, and the physical
devastation wrought by the Tuscaloosa tornado to evoke a larger amount of sup-
port that, in turn, earned the thanks of a grieving community. Further study of
more, and more varied, disasters may help systematically examine which factors
are most important in explaining real-world reactions to disasters.

6.1 Limitations and Future Work

We observe only acknowledgments of social support transmitted in Twitter by
users who had provided geolocational data indicating they lived in the studied
counties. Because we chose to focus on the response of community members to
the disasters, and must rely on Twitter’s affordances for representing location,
the social media discussions of users who had associated themselves with dif-
ferent geographic locations, or no location, but actually were members of the
community, are not captured.

Further, social media usage is not universal or representative within the US
population. Thus we may be privileging the voices and responses of those who
are active on social media, and underrepresenting those who are not.

This work compares social media data from two disasters, a natural and
human-induced disaster, and finds the human-induced disaster produced expres-
sions of gratitude more than an order of magnitude more frequently than the
natural disaster. But human-induced disasters are not a unitary phenomenon.
Comparison of the Newtown school shooting data expressing gratitude with
expressions of gratitude in other, more similar events would likely be informative.

7 Conclusions

We presented findings of an exploratory study that treated social media as lens
for examining gratitude for social support in the aftermath of disaster. Gratitude
is an important factor in resilience and healing after disaster, and because it was
triggered by receipt of support, may provide some insight into the dynamics of
support itself. We then measured this behavior in the context of two signifi-
cant U.S. disasters, a tornado and a mass shooting. The health and resilience
of our communities after traumatic events is not easy to measure and monitor.
Analyses of user activity in the aftermath of a disaster may prove an important
adjunct to existing survey methods, providing more data and more temporal
detail than would otherwise be obtainable [7], and enabling triangulation of data
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sources. The organic expressions and responses to events by community mem-
bers, if closely examined, may advance our understanding of the complex link-
ages between the experience of disaster, support, gratitude, and post-traumatic
growth.
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Abstract. The meteoric progress of Internet technologies and PDA (personal
digital assistant) devices has made public Wi-Fi hotspots very popular. Nowa-
days, hotspots can be found almost anywhere: organizations, home networks,
public transport systems, restaurants, etc. The Internet usage patterns (e.g.
browsing) differ with the hotspot venue. This insight introduces new traffic
profiling opportunities. Using machine learning techniques we show that it is
possible to infer types of venues that provide Wi-Fi access (e.g., organizations
and hangout places) by analyzing the Internet traffic of connected mobile
phones. We show that it is possible to infer the user’s current venue type
disclosing his/her current context. This information can be used for improving
personalized and context aware services such as web search engines or online
shops, without the presence on user’s device. In this paper we evaluate venue
type inference based on mobile phone traffic collected from 115 college students
and analyze their Internet behavior across the different venues types.

Keywords: Smartphone � Machine learning � Classification � Wi-Fi � Hotspot

1 Introduction

The widespread use of ubiquitous devices with Internet access such as laptops,
smartphones, and tablets is on the rise. According to Ofcom [2], in 2014, 62 % of
adults in the UK used smartphones, and 52 % considered smartphones (22 %) and
tablets (30 %) the most important devices for Internet access. Browsing the Internet is
one of the most common activities (performed daily) of smartphone users. [11], usually
via a Wi-Fi hotspot connection. According to “iPass Wi-Fi growth map” (http://www.
ipass.com/wifi-growth-map), at the start of 2015, there were 50 million worldwide
Wi-Fi hotspots, and their number is expected to hit 340 million by 2018.

Wi-Fi traffic analysis can provide interesting insights about users and their interests
in various hotspot venues. Previous works have studied users’ behavior and Wi-Fi
hotspot properties in order to cluster users according to their engagement and length of
stay [5, 10] or to improve network quality of service [3, 4].

We investigate the network usage patterns of mobile devices connected to hotspots
located across different types of venues, such as home, work, or public transportation.
These patterns can be used to infer user context and the type of venue a user is visiting
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without the need to know the user’s exact location. Deriving user context can be used to
provide context-aware personalized services such as recommendation systems or tar-
geted advertisements [8]. For example, a recommendation in push notification can be
appropriate while the user is waiting for a train but not while the user is at work. The
type of venue a user is located in can also support context-aware access control policies
[7]. For example, an organizational VPN can restrict access to specific resources to users
located in public areas. In addition, venue type inference can be used to enrich maps and
Wi-Fi hotspot databases such as WiGLE (https://wigle.net) in a non-intrusive manner.

In this paper we introduce the venue classification problem. Based on the properties
extracted from the traffic of a single user the solver should infer the type of the venue
the user is located in. Experimental results show that the type of venue can be identified
with an accuracy rate of 75 %. In addition, in order to understand the users’ behavior
across venues, we distinguish between two types of properties: user agnostic hotspot
properties such as quality of service (QoS) and user behavior properties such as
categories of browsed websites. Analysis of user behavior properties distributions in
the collected data and feature selection results show that the Internet behavior of
smartphone users changes in different types of venues. On one hand, the most popular
domain categories (e.g., social, search, business) are similar across different types of
venues. On the other hand, the browsing patterns for less popular website categories
(e.g., blogs, travel, and news), together with the domains’ popularity and security
ranks, differ significantly based on the venue type.

To the best of our knowledge, no work has been done on venue type inference
based on the Internet traffic traces of mobile device users.

2 Related Work

Learning users’ behavior and optimizing network performance are two important tasks
associated with Internet communication, specifically when connected via Wi-Fi hot-
spot. A great deal of valuable information can be extracted from Internet traffic dumps.
Previous works have studied users’ behavior and hotspot properties in wireless net-
works. Afanasyev et al. [3] studied the Google Wi-Fi network deployed in Mountain
View, California. In 2008, the authors collected information for a period of 28 days.
They analayzed the diversity of coverage, temporal activity, traffic demands, and
mobility of the network. The users were grouped by device: smartphones, laptops, and
static devices. They found significant differences between the three groups in terms of
session lengths, network usage, and the diversity of application layer protocols.

Balachandran et al. [4] also characterized user behavior in wireless networks using
Internet traffic. Traffic traces were collected from a wireless network during a computer
networking conference. These traces contained aggregated packet level statistics of the
link and network, transport, and application layers, together with information about
users in different hotspots such as MAC addresses and signal-to-noise-ratios (SNR). The
authors investigated session duration, data rates, popular protocols, and user mobility.
Moreover, they studied network performance at different hours of the day. Their main
findings were as follows: (1) users primarily use the Internet for browsing and SSH
communication, (2) they tend to connect for short time sessions, and (3) their data usage
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is uneven. The authors observed specific data patterns from wireless hotspots at the
conference, with patterns of use associated with specific concentrated locations and
specific periods of time. This pattern is similar to that of classrooms, airport gates, etc.;
however, it is not characteristic of all wireless hotspots in public areas.

Other studies employed machine learning in order to classify users’ behavior based
onWi-Fi traffic. ToGo [5] is a system used to predict the length of a user’s stay at a Wi-Fi
hotspot. The authors presented SVM models for predicting this, starting with a basic
model with no feedback, solely based on time and RSSI (signal strength)/bitrate, and
progressing to models that use smartphones sensors such as the accelerometer. The paper
also demonstrates the use of ToGo in an experiment involving 15 users. The Mo-Fi
system [10] predicts the length of stay of users in a hotspot. It extracts features from three
types ofWi-Fi packets:Wi-Fi probe requests, probe responses, and data messages. Using
the k-means clustering algorithm, the system clusters Wi-Fi users into four different
groups: outside, walkbys, bounced, or engaged. The writers evaluated their system in a
real life office environment and achieved a human presence detection rate of 87.4 %.

Namiot [8] presented SpotEX – an Android application that displays ads to users
based on the SSID and other publicly available information about nearby hotspots.
Unfortunately, SpotEX requires an agent to be present on the user device and it relies
on a-priory knowledge of the hotspot types in order to infer the user context. In contrast
to SpotEX we infer the hotspot types from the Internet traffic only and do not require an
agent on the user’s phone.

3 Wi-Fi Traffic Dataset

In the course of the current study we collected the traffic dumps of smartphone users
within a specific geographic area. In this section we describe the data collection pro-
cess, cleanup, and feature extraction as presented in Fig. 1.

3.1 Data Collection

Internet traffic data was collected from the smartphone devices of 115 students from
Ben-Gurion University of the Negev for a period of 30 to 60 consecutive days during

(1) Data Collection

…
 

(2) Data Processing (3) Feature Extraction

Fig. 1. Dataset processing scheme: (1) Client application redirects Internet traffic to a server and
records WiFi connection/disconnection events. (2) Cellular traffic is filtered out. (3) Features are
extracted for each session.
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2014 and 2015. The traffic includes both Wi-Fi and cellular data that was collected
using a dedicated VPN service. As such, traffic dumps contain IP packets but no
data-link layer frame headers. In addition to the traffic dumps, we collected information
about Wi-Fi hotspots using a dedicated Android application. All data was securely
stored on a research server and analyzed using software tools for the purpose of Internet
usage analysis in accordance with the permission of the university’s ethics committee
and subjects’ consent.

3.2 Data Processing

We aggregated the collected IP packets into sessions (a session was either a TCP
session or a UDP message and its response). First, we associated each session with a
venue. Since much of the activity was performed on a university campus, an urban area
with multiple venues such as offices and coffee shops located in the same buildings, we
could not rely on GPS localization for reliable labeling of venues. Therefore, in the
current study we used only Wi-Fi traffic. Every session was associated with a venue
according to the SSID and BSSID of the hotspot which were collected by our appli-
cation (a total of 978 hotspots). All sessions taking place between consecutive Wi-Fi
connection and disconnection events were associated with the respective BSSID. The
rest of the sessions were considered cellular traffic and were disregarded.

Next, we associated each hotspot with the venue it is located in. The hotspots were
manually labeled based on SSID and BSSID. If the hotspot had very few sessions or it
could not be labeled, its traffic was removed from the dataset. At the end of this process
the data contained sessions for 738 different hotspots.

3.3 Feature Extraction

Following the hotspot labeling and aggregation of traffic into sessions, we extracted the
following sets of features (summarized in Table 1).

Communication features focus on traffic volume, the ratio between sent and
received traffic, duration of sessions, packet arrival times, and the amount of lost
packets. Statistical values were extracted for each of those attributes: average, median,
first quarter, third quarter, minimum, maximum, entropy, standard deviation, and
variance.

Protocol-based features are extracted from the protocol headers. From the net-
work layer (IP protocol) we extracted statistics about the TTL (time to live) values, and
the GeoLite database was used to map IP addresses to their countries. Port usage and
quality of service attributes, such as the number of lost segments and retransmitted
packets, were evaluated from the transport layer protocols (TCP and UDP). The
application layer was also used to extract features. We focused on HTTP, HTTPS, and
DNS protocols as they were the most informative and prevalent in the data. HTTP
cookies, bad DNS requests, and SSL certificate check are examples of the features we
extracted. Communication features were also extracted for each of the three application
layer protocols separately (e.g., traffic volumes of HTTP traffic).
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The protocol-based features and the communication features were both extracted
using T-Shark (www.wireshark.com).

Domain-based features are related to the popularity, security rank, and domain
category (based on the browsing activity of users). These features were extracted using
third party services. The domain names of sessions were taken from the DNS requests
and HTTP/S host names. Domain categorization was based on Websense Threat Seeker
and Bit Defender categories. A single category was derived by grouping similar cat-
egories and integrating the information provided by both services. The domains’
security scores were based on the WoT (Web of Trust) rating tool, and the popularity
rank was taken from the Alexa ranking service.

Notice that the feature extraction process is automatic and does not require any
manual process. The information is extracted from the traffic itself and from third party
services (e.g., WoT) using their API. Therefore, the process can be deployed in real life
applications.

4 Venue Type Inference

4.1 Types of Hotspots

Wi-Fi hotspots can be roughly divided into private and public hotspots. Private hot-
spots usually implement access control and are password protected. In contrast, public

Table 1. Extracted features.

Feature
Category

Sub-
Category

Features

Communication Sessions total bytes, bytes out, bytes in, duration, in/out ratio
Packets Aggregation of the packets’ arrival time, total bytes, bytes

out, bytes in, and lost packets to sessions, computed by
calculating the average, median, first quarter, third
quarter, minimum, maximum, standard deviation,
entropy, and variance

Protocol-based Network
Layer

TTL statistics, countries (nominal feature)

Transport
Layer

Port ratios including 80, 443, 5223 (used by Google
Play), and other, lost segments, retransmitted/out of
order/duplicated packets

Application
Layer

HTTP cookie count, HTTPS cipher key/certificate count,
bad DNS requests.

Communication features calculated separately for HTTP,
HTTPS, and DNS traffic.

Domain-based Category Nominal features: Bit Defender + Websense category,
WhatsApp/ Facebook

Security WoT score, Webutation score
Popularity Alexa Rank
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hotspots are designed to serve a wide range of casual users and are usually open or their
password is readily available to the targeted population. In this study, we divide the
hotspots into four main classes: home, organization, waiting, and hangout hotspots. We
consider the first two as private, while the latter two are considered public.

Home hotspots (H) are used to connect multiple devices to the Internet at private
residences. Usually, they are characterized by a single access point, a small number of
users, and high quality service. Most home hotspots are protected with passwords.

Organization hotspots (O) represent the second class of hotspots. This class of
hotspot is maintained by IT professionals employed by commercial organizations,
education facilities, etc. In most cases these are restricted password protected networks
which are subject to strict access controls. Organizational hotspots are characterized by
high QoS and tight security policies.

Hangout hotspots (HO) are located in public venues such as bars, restaurants,
shopping malls, etc. Similar to waiting hotspots, the security and QoS of hangout
hotspots are not usually high.

Waiting hotspots (W) are defined as public hotspots which are located in waiting
areas such as public transportation, hair salons, etc. Hotspots of this type have high user
turnover during short periods of time. The Internet behavior of users in waiting hot-
spots is expected to be characterized by brief browsing and “time killers” such as
games and social networks. The security and QoS of waiting hotspots tends to be low.

4.2 Connection Windows

We infer the type of venues based on the traffic of smartphone users connected to Wi-Fi
hotspots located in the respective venues. User’s Wi-Fi traffic is generally available to
ISP providers, VPN, and proxy servers. These parties can use user context for com-
mercial and security applications as described in Sect. 1, even when other information
sources (such as location services) are disabled.

The general data and statistics we collect for a single session are not sufficient to
determine the type of the hotspot a user is connected to. Therefore, in the following
analysis we aggregate sessions in small chunks denoted as connection windows
(CW) during which the smartphone is connected to the same hotspot. Since devices are
disconnected and reconnected to the same hotspot within minutes (for example, due to
low signal strength), we allow an idle time (up to 30 min) between consecutive ses-
sions within the same CW. In total we identified 37,714 CWs, most of which were
associated with home hotspots, as shown in Table 2.

Table 2. Distribution of CWs based on hotspot type.

Hotspot type Number of connection windows

Home (H) 27,367
Organization (O) 7,929
Hangout (HO) 2,708
Waiting (W) 720
Total 37,714
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We aggregated the features of the sessions within each CW in order to define CW
features; the following method was used: For every numerical session feature (see
Sect. 3.3), we calculated the average, median, minimal, and maximal values across all
of the sessions associated with the CW. For domain category features, we created
numerical features that represent the categorical value’s incidence in the CW. For
example, if 50 sessions occurred in a CW, of which 30 are from the “search” category
and 20 are categorized as “news,” the value of the “search” and “news” features for the
CW is 0.6 and 0.4, respectively, and the values of other domain category features are 0.
The feature aggregation process resulted in *250 numerical features, after filtering out
features that provided no information.

Three additional features were defined for CWs: the number of sessions in the CW,
its day of the week (e.g., Sunday), and the time of day (8am-12am, 12am-16 pm, etc.).
Both the “day of the week” and the “time of day” attributes were nominal, with seven
possible values each. CWs that occurred in more than one “time of day” or “day of the
week” were assigned based on the majority of session start times. For example, if a CW
began at 7:55am and ended at 8:10am, with the majority of the sessions starting
between 7:55 and 7:59, the label would be 5am-8am. Finally, each CW was labeled
with the type of hotspot.

4.3 Hotspot Type Classification

Next we evaluate a model that classifies the type of hotspot a user was connected to.
The model was based on the CW data defined above. Every hotspot was associated
with numerous CWs creating a diverse dataset with sufficient representation of each
hotspot type. However, there were significantly more CWs associated with home
hotspots than those associated with other types of hotspots. Therefore, we generated
three random balanced datasets (Dataset1, Dataset2, and Dataset3), each containing
3,600 CW instances. Waiting hotspots accounted for 20 % (720 instances) of the
dataset, while home, organization, and hangout CWs accounted for 26.67 % each (960
instances).

For each of the datasets we selected the best features using the correlation feature
selection (CFS) algorithm with GreadyStepwise search. Then, we built classification
models using the rotation forest meta-classifier with random forest as the base classi-
fier. The accuracy of the classifiers was around 57 % with the area under the ROC
curve (AUC) ranging from 0.73 to 0.90 as presented in Table 3.

Table 3. Multiclass classification results.

Dataset1 Dataset2 Dataset3

Accuracy 57.75 % 57.67 % 58.5 %
Weighted AUC 0.81 0.82 0.83
Home AUC 0.75 0.73 0.76
Hangout AUC 0.90 0.90 0.90
Org. AUC 0.80 0.81 0.83
Waiting AUC 0.80 0.81 0.82
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These basic classifiers were able to distinguish well between waiting and hangout
CWs; however they often confused home and organization CWs. To solve this issue,
we used the “1-vs-all” (1vsA) approach. In this approach, four different classifiers are
trained. Each classifier tries to classify whether the CW is within a single hotspot type
or within the group consisting of the other three hotspot types, e.g., a classifier for
“home” or “other.” After training these classifiers, every CW has been classified by the
four classifiers and the label of the CW is determined by the model with the highest
confidence. This approach showed some improvement in the results. More importantly,
we noticed that it was better at classifying home and organization CWs, while it often
confused between hangout and waiting CWs.

In order to combine the pros of both approaches, we employed a meta-classifier that
combines the multiclass and 1vsA classifiers. This model first classifies instances using
the 1vsA classifier. In case the output label is “home” or “organization”, we use this
label. Otherwise, we classify it using the multiclass classifier. Experiments with the
meta-classifier were performed on the same datasets as the previous models. Each
dataset was randomly divided into train and test groups (test groups of 100, 200, 400,
and 800 instances). Table 4 summarizes the performance of the meta-classifier.

4.4 Public Vs Private Classification

The inference of hotspot type is important, but sometimes simpler classification is
preferred in order to achieve higher accuracy. For example, specifying whether the
hotspot is public or private may satisfy a context oriented access control application.
Therefore, we decided to classify whether a user is connected to a private (home or
organization) or public (waiting or hangout) hotspot. We balanced the CW dataset by
randomly removing private instances until we obtained a ratio of 50:50 between the
labels. This process resulted a dataset of 4,856 instances. The classifier we created used
AdaBoost with resampling and random forest algorithms. In a 10-fold cross-validation,
the model’s accuracy rate was 78.95 %. The ROC graph and its AUC measure are
presented in Fig. 2.

Table 4. Results of combining multiclass and 1-vs-all classifiers.

Dataset1 Dataset2 Dataset3
H. O. HO W. H. O. HO W. H. O. HO W.

Avg. Precision .73 .55 .55 .63 .70 .50 .46 .67 .66 .62 .51 .70
Avg. Recall .81 .66 .48 .50 .84 .61 .34 .57 .81 .71 .46 .51
Avg. F-measure .77 .60 .51 .56 .76 .55 .39 .62 .73 .66 .48 .59
Accuracy 76.5 % 75.1 % 78.1 %
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5 Discussion

The experiments’ results show that Internet behavior of users changes in different types
of hotspots. Next we analyze the collected data in order to understand the nature of the
differences in users’ behavior in different types of venues. We define attributes of venue
types similar to the CW features defined in Sect. 4.2. Specifically, we calculated the
average values of all numeric session-features (e.g. WoT score) and derived the domain
category incidence among all sessions associated with each type.

We depict the variability of the venue type attributes in Fig. 3. The bars in Fig. 3
present the normalized venue type attributes. For example, the incidence of search
sessions is almost the same across different venue types while the incidence of
entertainment sessions is larger in waiting venues than in all other venue types alto-
gether. The relative incidences of popular domain categories (accounting for*66 % of
sessions) are similar across venue types in contrast to the less popular categories. We
attribute this phenomenon to the fact that popular information services became a part of
the everyday life and are used always, regardless location and context. In addition a
large amount of the traffic to domains in popular categories is generated by the
smartphone regardless the user behavior. Therefore, the difference in user behavior
across different hotspots is reflected in actions associated with less popular categories,
such as playing games (entertainment category) and reading news.

In order to stress the importance of unpopular categories for hotspot type classi-
fication we present in Fig. 3 the results of the CFS algorithm. This algorithm selects a
set of features that have high merit to the classification and low correlations between
themselves. Unpopular categories were selected by the CFS algorithm because together
they contribute to the classification. In contrast, the popular categories correlate to
each-other and therefore, only one popular category was selected. In addition the
differences in users’ Internet behavior are reflected in the Alexa popularity rank1,

AUC = 0.868 

Fig. 2. ROC graph of public vs private CWs’ classification.

1 We reversed the Alexa rank such that popular domains receive high ranks.
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WoT security scores, and the use of the WhatsApp (instant messaging) application. We
believe that the WoT feature was not selected by the CFS, because it correlates to the
Alexa rank score, i.e., popular domains are often more secure than unpopular domains.

6 Conclusions

In this paper we study the user behavior in different types of venues and present the
hotspot type classification problem. We show that venue type can be inferred from the
Internet traffic of smartphone users. This type of inference can be used for advertise-
ments, recommendations, access control and other context aware services. The pre-
diction process can be automated as all the features.

The analysis of Internet behavior attributes shows that the majority of Internet
traffic is similar in terms of domain categories and port usage. Nevertheless, users’
behavior differs in access to less popular domain categories, instant messaging traffic,
and in the domains’ popularity and security ranks.

The subjects of the experiment were all students studying at a university in Israel;
thus the data represents user behavior properties of only a segment of smartphone
users. Despite the similar demographic properties of our subjects, the results show the
feasibility of venue type classification based on user Internet traffic. In future we intend
to expand and diversify the dataset in terms of demographics and geography.

Furthermore, we aim to classify the hotspot type using other information sources.
For example, classify the hotspot type locally on the device using information that can
obtained by applications (e.g., Wi-Fi connections, internet usage statistics and sensors).

Fig. 3. Internet behavior feature selection results and comparison between hotspot types based
on these features.
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Abstract. Event-based social networks (EBSNs) such as Meetup and
Plancast have been emerging in recent years. In addition to the online
virtual groups and connections on many existing Online Social Networks
(OSNs), EBSNs also provide a platform for users to initialize and manage
offline physical events in which user’s activities are strongly geograph-
ically constrained. As an increasing number of users are attracted by
EBSNs, it is highly desirable to provide users with accurate recommen-
dations of both online groups and offline events, which has become an
urgent need. In this paper, we propose a comprehensive study for recom-
mending users online groups and offline events on EBSNs. To represent
user’s interactions via a timeline horizon, we design an Iterative and
Interactive Recommendation System (I 2Rec), which couples both online
user activities and offline social events together for providing more accu-
rate recommendation. Our proposed I2Rec system infers a user’s online
and offline activities in turn and iteratively enriches the training informa-
tion based on user’s feedback. Using the large-scale real-world dataset
crawled from Meetup, our recommendation system outperforms other
baseline approaches significantly. More importantly, the empirical results
also validate that our proposed system can continuously provide accurate
recommendation over time by capturing users’ changing interests.

1 Introduction

In the past decades, a large number of social networks have been emerging for
different purposes. One of the most popular classes of social networks is Event-
Based Social Network (EBSN) [8], such as Meetup (http://www.meetup.com),
Eventbrite (http://www.eventbrite.com), and so on. According to Statistics of
2015, there are on average 525,716 Monthly Meetups and 3.61 million Monthly
RSVPs on Meetup, and over 1 million events all around 187 countries have
been planned via Eventbrite. These social sites not only act as online social
networks, on which users can build their profiles, join different social groups
to share interests and opinions on the web, but also provide a platform for
people to initialize and manage face-to-face offline social events, such as dining
c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 250–261, 2016.
DOI: 10.1007/978-3-319-39931-7 24
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out, techniques symposium, business meetings and so on. As such, it is highly
desirable to provide users accurate recommendations of both online groups and
offline events.

Recently, EBSNs have attracted more and more research attentions.
Gomez-Rodriguez et al. [4] first observed the impact of offline events on the
evolution and temporal dynamics of the online connectivity. Liu et al. [7] later
discovered some significantly different aspects of EBSNs from conventional social
networks, including regular temporal and spatial patterns of social events, pos-
itively correlated online and offline social interactions and the investigations of
communities and flows on EBSNs. However, their approaches and derived obser-
vations are not sufficient to provide users high-quality recommendations.

On the other hand, unfortunately, most existing solutions introduced in the
literature are developed either on Online Social Networks (OSNs) only for online
recommendations [9,12] or using barely offline interactions for event recommen-
dation [3,5,10], and ignored much valuable information which is coherent on
EBSNs. First, a user’s participation of offline events and his/her online activi-
ties affect each other substantially. For example, there is a dramatic increase in
the number of connections between event attendees shortly after the date of the
event [4]. In addition, the majority of users who are in the same online group
indeed attend some local events frequently together [7]. Secondly, users’ social
interests are discovered to be varied and drifting over time [2,6]. Google trends
showed that the topics discussed over time might be very different [1]. Therefore,
it is extremely desirable and challenging to continuously provide users accurate
recommendation of both online groups and offline events over time, which indeed
becomes an urgent need.

In this paper, we propose the first Iterative and Interactive Recommendation
System (I 2Rec) for EBSNs. In order to tackle the challenges of combining large
amount of information and lacking user future interest information, I2Rec cou-
ples online user activities and offline social events together to predict user’s
future behaviors, in an interactive manner by taking users’ feedback into account.
Such iterative inference of a user’s online and offline activities enriches the
training information based on user’s feedback, thereby not only maintaining
highly accurate recommendation over time but also capturing how users’ inter-
est changes as well.

Our contributions are summarized as follows: first, we propose an iterative
and interactive recommendation system named I 2Rec for event-based social net-
works. The proposed method monitors user’s activities using a time horizon and
iteratively provides recommendation of online groups and offline events whenever
the user performs an action. Our I2Rec system supports both content-based and
collaborative filtering-based recommendation algorithms. The recommendation
generated by I2Rec is dynamic.

Second, we utilize both user’s online and offline interactions in EBSNs to
generate recommendations. Some existing research [7] showed that user’s online
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and offline interactions are coherent in EBSNs. Our work provides a compre-
hensive study to bridge both online and offline information for more accurate
recommendation in EBSNs.

Third, we conduct an empirical study using a large real-world dataset crawled
from Meetup. The proposed recommendation methods are conducted using the
iterative and interactive manner. The experimental results strongly validate the
effectiveness of high-quality recommendations and users’ interest tracking of our
proposed method.

The remaining of the paper is organized as follows. In Sect. 2, we first discuss
the properties of event-based social networks (EBSNs) and adopt Meetup, a
popular EBSN, to illustrate the important characteristics. Then, in Sect. 3, we
formalize the recommendation problem in EBSNs, and provide an iterative and
interactive recommendation system. The detailed recommendation algorithms
are presented afterwards in Sect. 4, followed by a set of results based on our
empirical evaluation in Sect. 5. Finally we conclude the paper and outline some
future directions in Sect. 6.

2 Event-Based Social Networks

Users’ online and offline activities in EBSNs have distinct characteristics. First,
user’s offline social interactions are strongly driven by their physical locations.
In [8], Liu et al. analyzed a large Meetup dataset and revealed that more than
80 % events that Meetup users participated in were held within 10 miles of users’
home location. In addition, about 85 % Meetup users who participated in same
offline events actually lived within 10 miles to each other. The results verified
the locality of users’ offline activities in EBSNs.

Second, user’s online social activities are also greatly affected by their geo-
graphical locations. In many EBSNs such as Meetup, users can become a member
of some online groups and communicate with others in the same group. Being
a member of some online groups can help users to identify interesting events to
attend. As events are strongly location-driven, user’s online social activities in
EBSNs are also location constrained. For example, Liu et al. [8] reported that
more than 70 % Meetup users who are in the same online group in fact lived
within 10 miles to each other.

Third, user’s online and offline social activities are coherent in EBSNs. Users
in the same online group will likely attend one or more local events together.
Moreover, users that frequently participate in some offline events together tend
to share common interests. Thus, the groups they join online would have large
overlaps. A positive correlation between user’s online and offline interactions was
reported in [8].

To further explore the properties of online and offline activities in EBSNs, we
adopt Meetup as an example. Meetup is a popular event-based social networking
platform which has attracted more than 13 million active users from more than
190 countries. Meetup users can organize offline social events and disseminate
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online groups

users

offline events

membership
of groups

participation
in events

activities
online

offline
activities

Fig. 1. The general structure of Meetup, one of the most popular event-based social
networks (EBSNs) in the literature.

the event information to relevant users. Users in Meetup can also formalize
online social groups with others who share similar interests. Figure 1 sketches
the general structure of Meetup.

3 Recommendation in EBSNs

A recommender system can predict user’s preferences on specific data items.
Existing recommendations in conventional social networks are mainly generated
based on user’s online social activities. However, as we discussed before, due to
the coherent relationships and their own properties between user’s online and
offline activities, they should be coupled tightly to provide accurate recommen-
dation in Meetup.

In this paper, we model the Meetup dataset as a simple graph D =
(U,G,E,AG, AE), where U , G, and E represent a set of users, online groups,
and offline events, respectively. AG ⊆ U × G represents users’ membership of
those online groups, and AE ⊆ U × E represents users’ participation in some
offline events. User’s online social activities are captured using a bipartite graph
Don = (U,G,AG) and user’s offline social activities are modeled using another
bipartite graph Doff = (U,E,AE).

In Meetup, online groups and offline events are the two major items related
to users. Therefore, the recommender system in Meetup needs to generate lists of
both online groups and offline events as recommendation. As users’ preferences
may be very different, recommendation of online groups and offline events needs
to be customized to meet each individual’s expectation. Intuitively, a good rec-
ommender system should take into consideration rich information in the Meetup
dataset, especially user’s online and offline activities, to provide accurate recom-
mendation.

Another important issue in recommendation is the timepoint when the
recommendation is conducted. In EBSNs, user’s online and offline activities
are continuous and interleaving. The various timepoints of user’s activities
in Meetup in fact can be modeled as a time sequence data stream T =
{(t0, a0), (t1, a1), . . . , (ti, ai), . . .}, where t0 is the timepoint when user performs
the action of registration in Meetup. At timepoint ti (i ≥ 1), the user can con-
duct an action ai, either joining a new online group or attending a new offline
event. When a user u ∈ U joins a new online group g ∈ G, a new edge (u, g)
will be inserted into Don. Similarly, when a user u ∈ U attends a new offline
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event e ∈ E, a new edge (u, e) will be included in Doff . Each of user’s online
and offline activities in Meetup will result in an update of user’s activity history.
In addition, if a user does not accept the recommendation provided by Meetup,
some implicit feedback regarding user’s preference can be captured as well. In
summary, the recommendation in Meetup should capture user’s feedback and
reflect the changes timely.

To meet the requirements of recommendation in EBSNs, we propose I2Rec,
an Iterative and Interactive Recommendation system depicted in Fig. 2. The
proposed system monitors user’s activities in Meetup using a time horizon and
iteratively provides recommendation of online groups and offline events whenever
a user conducts some activities. Each time when a user joins a new online group
or RSVPs a new offline event, the recommendation system will keep track of
user’s activities. I2Rec will automatically trigger the recommendation algorithm
to suggest to the user some interesting groups and events.

u attends
an event

u attends
an event

u attends
an event

Offline Activities

Offline Event Recommendation Event Candidates

Group Candidates

...

Time

u joins
a group

u joins
a groupUser u

t2
t1

t3
t4

t5

Online Activities

Online Group Recommendation

trigger

trigger

...
relationship
coherent

Fig. 2. I2Rec, an iterative and interactive recommendation system in EBSNs.

The proposed I2Rec system has several advantages. First, the recommenda-
tion of I2Rec is not a one-time decision. Instead, it provides recommendation of
online groups and offline events dynamically. Second, I2Rec generates the rec-
ommendations considering both online and offline activities in EBSNs. Due to
coherent relationship between user’s online and offline activities, our system can
couple user’s online and offline behaviors tightly. Third, user’s preferences in
EBSNs may fast evolve. Our I2Rec system monitors user’s behavior and quickly
responds if user performs some online/offline activities. Thus, the recommenda-
tion of I2Rec can be personalized in a timely manner. Last but not the least, the
proposed I2Rec framework is highly customizable. In addition to user’s explicit
activities in EBSNs such as joining a group or participating in an event, there
are some mechanisms to capture user’s implicit feedback. For example, if Meetup
recommends a group “Mid-Atlantic Hiking Group” to a user; however, the user
does not accept the recommendation. It indicates implicitly that the user is not
a hiking fan. Whenever such implicit feedback is captured by the system, I2Rec
can also trigger the recommendation algorithms. The triggering timepoints in
I2Rec can be customized to meet domain-specific requirements.
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4 Recommendation Algorithms

We propose a probabilistic model for group and event recommendation in
Meetup. In order to provide accurate online group recommendation, we attempt
to estimate the likelihood that a user may join an online group. Such prob-
abilistic estimation is based on the influence of both user’s online and offline
social interactions. A fusing technique is introduced to bridge the influence from
different social interactions. In addition, considering the intrinsic property of
users’ tendency to participate in those geographically nearby groups, we also
provide an effective candidate selection process to reduce the candidate groups
for recommendation.

Preliminary of the Probabilistic Method. In EBSNs, user’s social inter-
actions in an online group are greatly influenced by other members in the same
group. Intuitively, if the majority of users in a group g are closely connected to
u, u has a strong relationship with the group g. Mathematically, we can model
the intrinsic relationship between a user u and a group g, denoted as R(u, g)
using the following formula:

R(g, u) =

∑
u′∈g Sim(u, u′)

|Ug| , (1)

where Ug = {u|u ∈ U ∧ (u, g) ∈ AG} represents the set of users joined the
group g and Sim(u, u′) is a symmetric metric which denotes how closely the two
users u, u′ are connected. AG represents the membership of groups in the online
bipartite graph Don in Meetup.

The metric Sim(u, u′) can be modeled in different ways. A simple solution
is to utilize the tags assigned to each user in Meetup. Based on the given
tag vocabulary, the tags of a user can be modeled as a vector using the Vec-
tor Space model. The cosine similarly is widely used to measure the distance
between vectors. Thus, we have the interest-based user similarity, denoted as
Simi(u, u′) = Tu·Tu′

‖Tu‖‖Tu′‖ , where Tu and Tu′ are the tag vectors of users u and u′,
respectively.

Other than interest tags, user’s social interactions such as event participa-
tion can also be used for evaluating whether users are closely connected. Suppose
users u and u′ have participated in |E(u)| and |E(u′)| events, respectively. User’s
behaviors of event participation can be represented using two event vectors
VE(u) = [eu1 , eu2 , . . . , eu|E(u)|]

T and VE(u′) = [eu
′

1 , eu
′

2 , . . . , eu
′

|E(u′)|]
T . Thus, based

on the cosine similarity, we have the behavior-based user similarity, denoted as
Simb(u, u′) =

VE(u)·VE(u′)
‖VE(u)‖‖VE(u′)‖ .

By constituting the Sim(u, u′) metric in Eq. 1, we can obtain two different
ways of modeling relationship between a user u and a group g, that is,

Ri(g, u) =

∑
u′∈g Simi(u, u′)

|Ug| , (2)
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which is based on user’s interest tags, and

Rb(g, u) =

∑
u′∈g Simb(u, u′)

|Ug| , (3)

which is based on user’s behavior.

Probabilistic Method for Group Recommendation in Meetup. In our
probabilistic method, we attempt to estimate the likelihood that a user u may
join a group g, based on the fact that u has been a member of a few groups
G(u). We use the notation P (g|G(u), u) to represent such probability.

Social interactions in Meetup play an important role when user joins groups
online. Thus, P (g|G(u), u) is largely affected by other users that are socially
related to u. We use I(u) to denote the set of users who have interactions with
u. For each user u′ ∈ I(u), if u′ and u are closely connected, and u′ has strong
relationship with a group g; then, u is likely to join group g as well due to the
large influence of u′. Specifically, we have:

P (g|G(u), u)

∝
∑

u′∈I(u)

∑
g∗∈G(u) R(g∗, u′) × R(g, u′) × Sim(u, u′)

|I(u)|
∝

∑

u′∈I(u)

∑

g∗∈G(u)

R(g∗, u′) × R(g, u′) × Sim(u, u′). (4)

where R(·, ·) represents the relationship between a user and a group, and
Sim(u, u′) denotes the connection between two users. As we discussed before,
both user’s interests and behaviors are useful for the metrics Sim(u, u′) and
R(·, ·). To integrate them together, we introduce a parameter α ∈ [0, 1], which
controls the weights of user’s interests and behaviors in the probabilistic method.
Thus, Eq. 4 can be rewritten as:

P (g|G(u), u)

∝ (1 − α) ×
∑

u′∈I(u)

∑

g∗∈G(u)

Ri(g∗, u′) × Ri(g, u′) × Simi(u, u′)

+ α ×
∑

u′∈I(u)

∑

g∗∈G(u)

Rb(g∗, u′) × Rb(g, u′) × Simb(u, u′) (5)

Equation 5 is the core of our probabilistic-based method for recommendation.
For each user u and any group g ∈ {G − G(u)}, the equation calculates a
probabilistic score which indicates the likelihood that u will be a member of g.
To generate group recommendation, the probabilistic model can first calculate
the score P (g|G(u), u) for all the groups g ∈ {G − G(u)}. The groups will be
sorted based on the probabilistic score descending order and the k top-ranked
groups can be returned as recommendation.
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There is still one issue left unsolved in the probabilistic model: how to deter-
mine I(u), the set of users that interact with u in Meetup? Obviously, both
online social activities and offline social activities in Meetup should be consid-
ered. We propose two different ways to implement our probabilistic method for
recommendation.

Online Co-member-based Probabilistic Method (Co-mPM). Users
interact with others online via being members of the same online group. Thus,
for a specific user u, other users that may interact with u online must come
from those groups u has joined. We have: I(u)Co−mPM = {u′|(u′ ∈ U) ∧ (u′ �=
u)∧ (∃g∗ ∈ G, (u, g∗) ∈ AG ∧ (u′, g∗) ∈ AG)}, where AG represents the member-
ship of groups in the online bipartite graph Don in Meetup.

Based on I(u)Co−mPM , Eq. 5 corresponds to our online co-member-based
probabilistic method. The metric R(·, ·) can be simply calculated in the following
way. Consider a user u′ ∈ I(u)Co−mPM and a group g ∈ G, if u′ is already a
member of g, we let Ri(g, u′) = 1 and Rb(g, u′) = 1. If g /∈ G(u′), we adopt
Eqs. 2 and 3 to calculate Ri(g, u′) and Rb(g, u′), respectively.

Offline Co-participant-based Probabilistic Method (Co-pPM). Users
also interact with others by attending some offline events together. Users’ offline
activities are coherent with their online activities. We consider offline activi-
ties to model I(u). For a user u, other uses that may interact with u offline
must have participated in some offline events together before. Thus, we have:
I(u)Co−pPM = {u′|(u′ ∈ U)∧(u′ �= u)∧(∃e∗ ∈ E, (u, e∗) ∈ AE ∧(u′, e∗) ∈ AE)},
where AE represents users’ participation in offline events in the offline bipartite
graph Doff in Meetup.

Therefore, Eq. 5 based on I(u)Co−pPM corresponds to our offline co-
participant-based probabilistic model. The similar procedure discussed in the
previous section can be adopted to calculate the values of Ri(g, u′) and Rb(g, u′).

Probabilistic Model for Event Recommendation in Meetup. Intuitively,
an offline event can be treated as an “offline group” where its members interact
with others in some face-to-face local gatherings. Thus, the probabilistic model
for group recommendation can be extended for event recommendation. How-
ever, comparing to online groups, the attendance of offline events is even more
influenced by user’s physical locations.

We adopt the candidate selection process to facilitate the unique property of
offline events for event recommendation in Meetup. In Meetup, offline events are
held by specific online groups. When a user RSVPs an event, the user should
be a member of the corresponding group. Thus, we focus on those events which
are held by the online groups that the user has joined. In addition, most of the
groups in Meetup hold the events weekly. At a specific timepoint, we only need
to consider those events that will take place in the same week. As a result, the
events in the candidate set will be both location and time constrained.
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5 Experimental Results

In this section, we report some findings from the experiments. All the experi-
ments were carried out on a workstation running Windows 7 operating system,
with a 3.2 GHz Intel Core i5 CPU, 8.0 GB main memory, and a 500 GB hard
disk. The programs were implemented in Java.

5.1 Experimental Preparation

To evaluate our proposed I2Rec system and various recommendation methods,
we crawled a large-scale Meetup dateset using Meetup API from www.meetup.
com. The crawling starts with the extraction of groups for three seed users from
different states, followed by the extraction of group members from those groups,
and finally obtains all of the events and users’ RSVPs from Meetup. The above
crawling procedure was repeated three times to obtain a large Meetup dataset.
The statistics of our dataset are shown in Table 1.

Table 1. The statistics of the Meetup dataset.

#Groups #Users #Events

86,396 6,532,384 6,088,084

#RSVPs #Topic-tags #Interest-tags

45,173,583 880,176 52,654,436

To simulate the recommendation in Meetup, we have to organize user’s
activities using a time horizon. For a testing user u who has joined |G(u)|
online groups and participated in |E(u)| offline events, we first sort all of u’s
activities (both online and offline) based on the timestamps of those activi-
ties. We use t0 to denote the timepoint when u registers with Meetup and ti
(1 ≤ i ≤ |G(u)| + |E(u)|) to denote the i-th timepoint in the sorted activity list
of u.

The recommendation of groups and events is regarded as a ranking problem in
this paper. We adopt Mean Average Precision (MAP) as our evaluation metric.
MAP provides a single-figure measure in precision across all recall levels. This
is ideal as our evaluation needs to be conducted on a time horizon.

5.2 Experimental Results of the Evaluation

For group recommendation, we considered the following methods described
in the paper: online co-member-based probabilistic method (Co-mPM) and
offline co-participant-based probabilistic method (Co-pPM). In addition, as
baseline methods, we also considered the simple Group Tag Similarity method
(GTS) based on Jaccard similarity, and the conventional Probabilistic Matrix
Factorization (PMF) [11] in Recommender Systems.

www.meetup.com
www.meetup.com


I2Rec for Event-Based Social Networks 259

Table 2. Overall performance of group recommendation and event recommendation.

Group Co-mPM Co-pPM GTS PMF

Avg(MAP ) 0.505 0.524 0.088 0.048

Event Co-mPM Co-pPM Content PMF

Avg(MAP ) 0.672 0.775 0.529 0.487

For event recommendation, we considered the following recommendation
methods: online co-member-based probabilistic method (Co-mPM) and offline
co-participant-based probabilistic method (Co-pPM). As comparison, we also
considered the simple content-based event recommendation method (Content)
based on calculating event similarity using features of event keywords, time and
location, and the conventional Probabilistic Matrix Factorization (PMF).

All of the recommendation methods were incorporated into the iterative and
interactive system, I2Rec, as described in Sect. 3.

The results in Table 2 show the average recommendation performance for
all the users. Specifically, for each user, we calculated the average MAP values
for all the iterations of recommendation. The MAP values are then averaged
based on the total number of users in the dataset. The results in Table 2 verify
that the probabilistic methods achieve the best performance for both group
recommendation and event recommendation.

We also examined the average performance at different timepoints. Figure 3
shows the average performance of online group recommendation in each itera-
tion averaged over all the users. The x-axis represents the index of each iteration

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

M
A

P

Index of online group recommendation

Co-mPM co-pPM GMS GTS PMF-b PMF-e

Fig. 3. Overall Performance of online group recommendation

 0

 0.2

 0.4

 0.6

 0.8

 1

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

M
A

P

Index of offline event recommendation

Co-mPM co-pPM Content Collaborative PMF-b

Fig. 4. Overall Performance of offline event recommendation



260 C. Dong et al.

and the y-axis depicts the corresponding average MAP values. We have sev-
eral interesting findings. First, the probabilistic methods Co-mPM and co-pPM
outperform other methods significantly along with the time horizon. Second, at
some iterations, the recommendation performance drops. This may be related
to user’s interest change. However, the MAP values can be picked up after a
few iterations. This verifies that our I2Rec system can be used to capture user’s
dynamic interest drift timely. Third, during the simulation, the number of pos-
itive instances decreases continuously. However, the MAP values are still at a
high level, even for the last few iterations. The results clearly verify that our
I2Rec system is capable of capturing user’s dynamic interest change in a timely
manner.

In Fig. 4, we depict the average performance of event recommendation along
with the iterations. Similar findings can be observed. The probabilistic methods
generate more stable and better results in general. In addition, the MAP values
are kept at a higher level at different iterations.

6 Conclusion

In this paper, we studied the problem of recommendation in EBSNs. To model
user’s continuous activities in EBSNs, an iterative and interactive recommenda-
tion system, I2Rec, is developed. I2Rec infers a user’s online and offline activ-
ities in turn and iteratively enriches the training information based on user’s
feedback. We designed probabilistic-based recommendation algorithms, which is
able to couple user’s online and offline interactions to provide accurate recom-
mendation in EBSNs. The experimental results verified that by coupling online
and offline activities, our recommendation methods outperform other baseline
methods significantly. Moreover, our method can continuously provide accurate
recommendation over time by capturing users’ changing interests.
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Abstract. It is important for public health officials to follow both the
incidence of disease and the public’s perception of it, especially in the
Internet-connected age. In the specific context of influenza, disease sur-
veillance through social media has proven effective, but public awareness
of influenza and its effects are not well understood. We build upon the
existing Epstein model of coupled contagion with the aim of including
modern media mechanisms for awareness transmission. Our agent-based
model captures the unique effects of news media and social media on
disease dynamics, and suggests potential areas for policy intervention to
modulate the spread of the flu.

Keywords: Agent-based modeling · Influenza · Awareness · Coupled
contagion · Surveillance

1 Introduction

Accurate and timely surveillance methods are important for monitoring potential
epidemics. Influenza poses an annual threat across the US, leading much recent
work to focus on observing the flu in particular [3,7]. Several authors draw on
the Internet and social media data to perform this surveillance on flu and other
diseases [2–4,6,12] because these media are readily available and offer a means
of quickly and easily transmitting information.

Public health officials’ ultimate goal is not merely to track a disease during an
epidemic, but also to be able to attenuate the spread of the disease. This latter
goal depends on effective communication: informing the public of appropriate
behaviors to take that may so attenuate the spread; or in other words, it depends
on measuredly making the public aware. Thus, we aim to better understand
how the spread of this influenza awareness interacts with the spread of the
disease when considering the effects of Internet-enabled media. In the Epstein
model of coupled contagion (CC), the spread of a disease and awareness of the
disease interact in emergent ways [8]. We motivate adding such Internet-enabled
media into the CC model as potential mechanisms to modulate the spread of the
disease. The resulting model will prove useful for theoretical insights. The outline
of the rest of this paper is as follows: first we detail work in the area in a literature
review, introducing among other things the CC model and the data from which
c© Springer International Publishing Switzerland 2016
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we drew inspiration; next we provide the details of our model augmentation;
third, we use our model to examine how these media might influence the spread
of the flu; and finally, we conclude and identify directions for future work.

2 Literature Review

Information transmitted via the Internet and social media is not limited strictly
to information about disease incidence. Hatfield described how emotions are
“contagions” that spread through social interactions [9]; it follows that aware-
ness of a disease is an instance of such a contagion. Because so many social
interactions occur online, awareness of disease may also travel via the internet
and social media. Along with other prominent work describing the role of con-
cerned awareness on the spread of disease, Epstein’s CC model [8] motivated us
to recently extend our social media flu surveillance system [6] to measure signals
of influenza awareness [14]. Using the social media microblogging site Twit-
ter, Smith et al. specifically provided preliminary results comparing influenza
awareness data, Twitter influenza tracking data (infection), and online news
media data during the 2012–2013 flu season [1,14]. We showed that influenza
awareness trends can be separated from influenza infection trends, and that
news media correlate strongly with signals of influenza awareness [14]. While
Broniatowski et al. have previously shown that influenza surveillance using
Twitter is an effective predictor of actual influenza infection rates [2], little
work has been done to examine influenza awareness and relate it to behavioral
adaptations.

Prior work has shown that integrating behavioral choice into models of other
diseases yields results that reflect empirical findings (as in the case of AIDS
[11]). Furthermore, Qinling Yan and colleagues have found that media coverage,
in particular, may have driven people’s behavior during the H1N1 outbreak [16].
Along with the findings of our previous work, this current conversation motivates
the novel contribution of this paper: augmenting the CC model with news media
and social media as potential mechanisms to modulate the spread of the flu.

2.1 Epstein’s Coupled Contagion Model

Classical epidemiological models use differential equations to track populations
of Susceptible, Infected, and Recovered individuals [10]. Epstein et al. intro-
duced the idea that “concerned awareness” of a disease spreads like a contagion,
interacting with the dynamics of the disease itself [8]. Epstein et al. showed
that incorporating behavioral adaptations that are driven by this awareness into
models of epidemic prevalence have a qualitatively marked effect on how disease
may spread. Considered adaptations include ignoring the disease, self-isolating
or hiding from the disease, and fleeing from it.

Specifically, Epstein and colleagues showed that this coupled contagion model
can be used to generate nontrivial trends such as multiple waves of infection.
For example, Fig. 1 shows how large numbers of hiders can significantly reduce
the infected population [8].
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Fig. 1. “In the idealized run...susceptible individuals (blue-curve) self-isolate (black
curve) through fear as the infection of disease proper grows (red curve)” Image source:
[8] [Public domain, permission implicit]

CC assumed awareness required physical contact for transmission [8], but the
interconnectedness of modern society provides additional social opportunities
that go beyond spatial proximity. In the next section we extend the agent-based
model (ABM) approach of Epstein et al. [8] by modeling media coverage and
social media information exchange. Epstein showed that behavioral reactions
to awareness affects disease spread [8]; we show that including the additional
channels for awareness transmission changes the theoretical effects of awareness
on behavior.

3 Methods

We iteratively build from the standard Susceptible-Infected-Recovered (SIR)
model in the NetLogo model library [15,17] to an augmented version of CC that
reflects today’s interconnected society. The successive constructions are in the
following subsections, with each being evaluated against the previous version
of the model, holding all parameters constant between model changes where
possible. We also conduct manual and automated sensitivity analyses. Steps 1–3
recreate the CC model. Steps 4–5 are our augmentations.1

3.1 Epstein’s CC Model

1. Standard SIR. SIR models are standard in epidemiology, dividing the pop-
ulation into Susceptible, Infected, and Recovered populations [10]. One agent-
based approach to SIR modeling (the “epiDEM basic” model in the NetLogo

1 These descriptions are intended to provide insight into the motivation underlying
these models. See https://bitbucket.org/mcsmith/awareness abm for the full code
that details all particularities of implementation.

https://bitbucket.org/mcsmith/awareness_abm
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library) has agents, representing people, that move in a random direction a ran-
dom number of steps between 0 and their maximum movement parameter A,
and after moving they then interact with a random other agent in the area if any
others are there [17]. If an agent is infected and another susceptible, the infected
agent has a probability B to infect the susceptible agent. Infected agents recover
after being infected for C time steps. Agents are initialized in the infected state
(as opposed to in the susceptible state) with density D, meaning D% of agents
start infected. The model run ends when disease prevalence equals zero.

2. Contagion of Coupled Awareness. In addition to disease contagion,
Epstein [8] modeled concerned awareness of the disease like a contagion, with
corresponding parameters E, F , and G respectively indicating the probabilities
of transmission, recovery rate, and initial density respectively. Agents can be
aware of a disease, infected with the disease, or both, and agents can “catch”
awareness from another agent who is aware and/or infected. Contrasting with
the epiDEM model [17], CC introduced a set world size to the model to allow
measuring if the disease spreads fully across the world, and also introduced the
notion of a disease beginning with a single agent [8] instead of relying on D.

3. Behavioral Response to Awareness (e.g. Hiding, Fleeing,
Ignoring). Epstein modeled behavioral responses to awareness and captured
how these responses modified the spread of the disease [8]. The population of
agents is divided into H/100 % hiders, I/100 % fleers, and J/100 % ignorers
(such that H + I + J = 100). If ignorers become aware, they move randomly as
they normally would. Hiders self-isolate for the duration of their awareness. By
contrast, fleers move as quickly as possible to a new randomly-selected location
a distance of K units away if they become aware.

3.2 Augmenting the CC Model with Media

4. News Media Broadcasts May Spread Awareness. This is the first novel
modification of the CC model, corresponding to our observation that news media
coverage correlates with flu awareness. Specifically, raw counts of flu stories from
the news aggregator http://www.newslibrary.com/ have a distinct peak that
coincide with measured influenza awareness, with little activity at other times
[14]. We therefore simulate news media coverage by broadcasting awareness to
a percentage of agents, L. Agents that listen to the news media become aware
of the flu. We broadcast once the disease incidence has reached a percentage S,
similar to how news media might react.

5. Social Media Connections May Spread Awareness. A second novel
addition to the CC model model is a communication network through which
agents share simulated social media (e.g., Tweets). Since it is not a requirement
that two agents that communicate via social media be geographic neighbors, the

http://www.newslibrary.com/
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interaction network superimposed on the world allows for connections between
agents that are otherwise not physically adjacent. We introduce another dimen-
sion of agents: whether or not they use social media, with initial density M .
Membership in the network is constant throughout the model runs, with M% of
agents included as vertices. In our model, the degree distribution of social media
users follows a power law, consistent with the findings of Saroop et al. [13]. After
agents move and possibly spread awareness and infection to their local neighbors
with probabilities E and B respectively, agents that use social media transmit
awareness with probability N to their respective “neighbors” along this social
media layer.

3.3 Automated Sensitivity Analysis

We use NetLogo’s built-in BehaviorSpace tool [15] for automatic sensitivity
analysis of the augmented model. We vary (from 0 to 100 by steps of 10) the
behavior parameters H, I, J , the network membership parameter M , and the
news media broadcast parameter S, keeping all other parameters identical to the
runs reported in Epstein’s CC paper [8]. Note that for simplicity we assume a
constant L in these automatic runs, specifically 100 %. We run each parameteri-
zation ten times, and we record the random seed used in each run along with the
following metrics: (a) when the media broadcast occurred; (b,c) the maximum
disease incidence and time; (d,e) the maximum awareness incidence and time;
(f) the reproductive rate of the disease (R0) [5,8]; (g) the reproductive rate of
awareness [8]; (h) the time taken for the disease to cross the model’s world fully.

4 Results

4.1 Replicating the CC Model

Our reimplementation of the CC ABM, using every parameter specified in the
paper by Epstein et al. [8], replicates their findings. Without behavior, awareness
leads infection [8]. When behavior is included, such as when 90 % of agents
ignore and 10 % of agents hide, the rate of disease spread and total incidence
both decrease (Fig. 2). The curves in these cases are qualitatively similar to each
other; they do not display differences in timing and width. Other examples of
how behavior influences trends are as follows: more fleers increases the rate of
spread of disease, and more hiders decreases disease spread but also limits the
spread of awareness [8].

4.2 Augmenting with News Media

Because we successfully recreate the CC model, we now consider our augmenta-
tions. When news media broadcasting is added, overall, it makes peak awareness
earlier and more of a difference between awareness and infection. Figure 3 shows
a typical result using the 90 % ignore, 10 % hide parameterization previously
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Fig. 2. Example results from step 3: awareness with behavior, with 90 % ignorers (no
behavior) and 10 % hiders. Awareness and infection have distinctly different-sized peaks
in upper-right because the hiders contribute to the reduced cumulative incidence (see
left)

cited. With 10 % of agents listening to news media (L), peak awareness is earlier
and higher compared to the current state of infection, but the infection curve
seems to be unaffected.

Fig. 3. Example results from step 4: example of media broadcast (vertical line on plots)
affecting cumulative trends (left) and population trends (right)

In a manual sensitivity analysis these results are robust to variation in the L
parameter, but depend on S. Thus, news media broadcasts appear to influence
awareness. The automated sensitivity analysis confirms this and the connection
to disease. It reveals that (averaged across all other parameters) the later the
broadcast, the faster the disease reproduces (R0) and the higher maximum dis-
ease incidence; see Fig. 4.

4.3 Augmenting with Social Media

We next include social media networking. In a typical run, even when only
10 % of participants use social media, we see that the network acts to spread
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Fig. 4. Plot of the infection percentage triggering the news media broadcast vs the
maximum disease incidence (red) and the reproductive rate of the disease (blue)

Fig. 5. Example results from step 5. Note influence of network on awareness trends,
before media broadcast.

awareness across the physical landscape and the effect of media broadcasting
is overwhelmed (Fig. 5). We perform manual sensitivity analysis, and find that
this augmentation influences awareness more as the size of the network increases.
Specifically, the width of the awareness peak widens and increasingly precedes
that of the disease.

In our automated sensitivity analysis (once again averaged over all other
parameters), we see that as membership in the social network increases, both
the reproductive rate of disease and the maximum disease incidence decrease.
However, social media membership has a positive, somewhat erratic, relationship
with the epidemic length. These relationships are displayed in Fig. 6.

5 Discussion

Adding Internet-enabled news media coverage and social media connections to
the CC model is a conceptual advance that may help explain awareness of disease
in modern society. We augment the CC model to show how behavioral reactions
to awareness influence the spread of disease, and show how news media and social
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Fig. 6. Plot of the percent of population on social media vs reproductive rate of disease
(red), maximum disease incidence (blue), and epidemic length (green)

media influence the spread of awareness. Both news media and social media each
enable awareness to potentially spread much more quickly than infection. A key
insight is the decoupling of geographic location with awareness transmission. If
used to spread awareness, news media and social media provide powerful tools for
officials to influence a population, and thus (depending on how the population
reacts) also to potentially influence the spread of disease itself. However, as
social media membership increases so does epidemic length. This highlights the
uncontrollability of social media, and the need to present and guide reactions to
disease; or to speak our model’s language, it highlights the need to guide agents
to hide or flee in appropriate situations.

5.1 Future Work

We take inspiration from the available influenza awareness, flu infection, and
news media trends, but future work is still needed to more exactly model these
trends. Such work may involve discovery of any additional confounding issues or
variables involved that the hypothesized model may omit, which could lead to
further understanding of what drives awareness. Possible suggestions to be evalu-
ated are differing rates of awareness transmission before / after media broadcast,
having agents’ centrality in the social network influence their “success” trans-
mitting awareness, and having social media transmission depend on local inci-
dence of the contagion(s). Obtaining empirical feedback by fitting these trends
and testing against them will both link our theoretical model to practice and
increase its value in real-world settings.

Incorporating spatial statistics and information like population density, dis-
ease incidence density, and distance in a map of the USA may also be worth
exploring if goals align with fitting observed data. It would be also worth exam-
ining the structure of Twitter to see if most users have geographically close
connections, as our work disregarded this spatial component.

Another major area for improvement would be investigating the impact of
diverting awareness into separate signals meant to target possible behaviors.
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To again speak our model’s language, public health officials may want to incite
hiding or fleeing depending on the situation. Because social media was observed
to be so overwhelming, this tactical messaging would correspond directly to how
media might heighten or dampen that overwhelming effect. A model could incor-
porate the idea that an agent listens to the type of awareness he first receives,
be it tactical media or uncontrolled social media; this may offer further oppor-
tunities for influencing disease spread.

6 Conclusion

Our ABM updates the CC model to include modern awareness transmission
mechanisms. Specifically, we show how news media and social network informa-
tion can each theoretically influence the spread of awareness, leading to drastic
increases in incidence and rate of spread therein as compared to the original CC
model. This update suggests that health providers and public health officials
may be able to leverage these tools to spread awareness of a disease, and allows
policy makers to better understand the consequences of how media technology
interacts with the spread of disease.
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Abstract. Agent-based models of organizations have traditionally had a single
level of agency, whether at the individual or organizational level, but many
interesting organizational phenomena, including organizational resilience and
turnover, involve agency at multiple organizational levels. We propose an
extensible multi-modeling framework, realized in software, to model these
phenomena and many more. Two applications will be given to demonstrate the
framework’s versatility.

Keywords: Agent-based models � Active multi-level modeling �
Organizational modeling � Multi-modeling

1 Introduction

It is a given, in the agent-based modeling world, that agents, defined at a single
granularity level, interact with each other to produce emergent system-level effects not
obviously reducible to individual actions [1]. This is a powerful perspective: allowing
people interested in various organizational and sociological problems to explore phe-
nomena such as segregation [2], hierarchical structures [3], the development of orga-
nizational knowledge [4], and social change processes [5]. This modeling approach will
continue to find traction for the foreseeable future.

Yet, various organizational phenomena, what we call multi-level phenomena, elude
this modeling methodology, such as organizational resilience and turnover, because
these phenomena arise from actions and reactions at multiple agent granularities. Such
phenomena are common; one such phenomena is change resistance: company intro-
duces change C to process P to achieve a forecasted result R, employees resist change
C to process P, the forecasted result R is not achieved, change C is discarded.
See Maurer [6] for multiple organizational change resistance examples.

Why do employees resist Change C? The reasons are varied and numerous, but
often boil down to no clarity in how Change C improves either their personal work
environment and outcomes [7], or no clarity in why Change C is consonant with the
company’s identity [8]. The organization pursues Change C due to its nominal results
for other ‘similar’ organizations, but fails to take into account how its own employees,
and the organization culture the organization has itself worked to instill in those
employees, may make the proposed change impractical, difficult, or at least require
careful handling. In a later section, we provide more detail for two other multi-level
phenomena.
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In this article, we lay out a framework for an active multi-level modeling frame-
work, realized in software, intended to allow the modeling and study of such
multi-level phenomenon. This work, we feel, is an extension in multi-modeling [9–11].
The software framework is designed to allow for element replacement as needed or
desired by the modeler.

We understand an aversion to the parsimony loss a multi-level framework requires,
but argue it is necessary for examining and understanding multi-level phenomenon.
Prior approaches to these problems have often relied on static group behavior
assumptions, or by assigning group-level characteristics to individuals. In this work, we
summarize advances in multi-modeling, how we leverage those advances, and detail
phenomena requiring this approach. We continue with two scenarios, and detail
changes in framework elements to support those modeling scenarios.

2 Related Work

As the introduction described, we will review recent thought in multi-modeling and
meta-modeling and how this work contributes to the active multi-level modeling
framework. We will also review two prominent organizational phenomena to establish
their multi-level nature.

2.1 Multi-modeling

Multi-modeling is the use and leverage of multiple models. Models can be arranged in
multiple configurations. The earliest agent-based multi-modeling example published
was called simulation alignment, and anecdotally “docking” [12]. Burton [13, 14]
introduced “informal docking” and its prevalence in the organizational literature, where
prior models are compared to new models in concepts, ideas, and outputs. Simulation
alignment is, by comparison, much less common.

But this alignment of models, where both inputs and outputs are made similar and
outputs compared at multiple fidelity levels, is only one way to leverage multiple
simulation models. Other multi-model configurations include: (a) collaboration,
(b) inter-operability, and (c) federation [11]. See Table 1 for details.

Multi-Modeling when both model inputs and outputs are aligned is called docking;
the usual goal is to do a validation and model comparison exercise and inherit the
validity, where appropriate, of the earlier model. Collaboration is when two or more

Table 1. Multi-model configurations

Multi-modeling technique Inputs Outputs

Docking (A||B) Aligned Aligned
Collaboration (A + B) Aligned Not Aligned
Inter-operability (AB) Model output Not Aligned
Federation ([A!B]) Integrated Integrated
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models use the same input to produce different kinds of outcomes. This is useful when
you’re trying to leverage the same input source for multiple purposes. Inter-operability
is when a model uses as at least one input a different model’s output. Similarly, model
federations, such as the C2 Wind Tunnel [15], take an input set and produce an output
set with a system envelope responsible for input and output handling and digestion for
individual models within the envelope. These models may also have significant
interactions within the federation envelope, such as the PSTK (Power Structure
Tool-Kit) and its internal lines of influence connecting multiple models [16].

Meta-Modeling is the idea that multiple models exist for similar purposes, with
meta-modeling analysis used to provide the “best-fitting” model given data and goals
[17]. In the future, one can imagine frameworks performing sophisticated input data
analysis and then selecting the best available model given a modeler’s purpose
(brainstorming, evaluation, prediction, etc.). This would require a well-established
meta-ontological layer and universal standards, and so instead propose a fixed and
explicit set of model elements/purposes, each of which themselves could be described
as their own model, that work together within the Active Multi-Level Modeling
framework. By giving explicit functions to each element, we limit the models that can
be repurposed to work within the framework, but make it easier to build new models
and expect them to interoperate with each other. This work can learn from various
agent-frameworks [18, 19], but is unique in its conception of the organization as both a
collection of agents and as an agent in its own right.

The Active Multi-Level Framework thus inherits key multi-modeling and
meta-modeling concepts in its conception and design. The next section concerns
multi-level phenomena, and why these phenomena require an active multi-level
modeling approach.

2.2 Example Phenomena of Interest

In this section, we review two multi-level phenomena, organizational resilience and
turnover, describe important prior work and its findings, and try to establish the case
that modeling at a single agent granularity would not be sufficient.

Organizational Resilience. Resilience, as a single-level construct, has been studied in
both individuals [20] and organizations [21]. However, rather than focusing on these
separate research threads, we instead want to focus on the scholarship investigating
how organizations take action to stay resilient while also inculcating resilient behaviors
in individuals. Sutcliffe and Vogus [22] argue organizations can inculcate individual
resilience by making sure they have resources to do their jobs, and groups are more
resilient if they are more heterogeneous. How an organization reacts to bad news,
including disciplinary actions on individuals, affects its overall resilience to bad news
[23]. And when the organization makes prescriptive guidance while ignoring how
individual work is done, it exposes the organization to significant risk [24]. Meyer [25]
found that while the organization’s structure constrains its ability to respond to events,
the response’s shape is influenced by the organization’s ideology, which is itself
generated through interactions of people and the organization [4].
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Thus, organizations can promote individual resilience, and an individual’s acts can
limit an organization’s resilience in crisis.

Turnover. As with resilience, there have been significant research efforts in under-
standing both organizational [26] and individual [27] turnover factors. We are, as
before, interested in these factors’ intersection and thus focus on concepts such as
job-embeddedness [28] and fit [29]. Job-embeddedness can be summarized as “fit,
links, and sacrifice” [28, p. 1108], where embedded people have jobs well-suited to
their life-spaces, have many ties to others at their work, and cannot break links without
significant social cost. High embeddedness lowers an individual’s intentions to quit,
which has a direct relationship to quitting [30]. Allen [31] explored whether different
HR practices for socializing newcomers influenced job-embeddedness, while earlier
work [32] find organizations that offer more social support experience less turnover.
Meanwhile, Kristof-Brown’s and colleagues’ [29] definition of fit examines the indi-
vidual’s compatibility with their work-group on multiple dimensions, including beliefs
and tasking. Here again, organizations and individuals are intertwined.

3 The Proposed Framework

In this section, we will describe and detail the Active Multi-Level Modeling frame-
work. The Active Multi-Level Modeling framework assumes two different agent
cycles, an individual agent cycle and a group agent cycle. In Fig. 1, individual
agent-cycle elements (I) are ovoid, while group agent-cycle elements (G) are rectan-
gles. Elements that cross boundaries (C) are indicated with compound lines, specifi-
cally “Aggregation” and “Event Generation”.

Fig. 1. The active multi-level modeling framework concept
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This framework is designed to support multi-level phenomena through the dynamic
interactions of individual and organizational agents. The framework has multiple ele-
ments; we describe each element in Table 2.

We believe these elements are necessary for developing useful multi-level phe-
nomena models, but because the discussion has been so abstract, we will inform the
discussion with two applied use-cases, and how those use-cases will be instantiated
within the framework.

4 Two Use-Cases: Procedural Change
and Merger Integration

In this section, we describe two use-cases where the framework will be applied, with
sub-models for the elements above used to instantiate the simulation. The two
use-cases are FAA procedural change, and a multi-national’s horizontal merger. We
start by describing both models and then outline the extensions required for the

Table 2. Active multi-level modeling framework elements

(Area) Element What? Why?

(I) Agent needs Is the agent’s need for social
interaction or work more
pressing?

Individuals need to feel both productive
and socially supported. Not all social
needs are met by work, nor is all
socialization work-producing.

(I) Social cycle Social communication and
interaction with other
agents.

Socialization processes and modalities
are often distinct from work
interactions

(I) Productivity
cycle

Logic required for the agent
to do work

How work is done can often benefit from
being explicitly modeled

(O) Evaluation Used by the organization to
evaluate current state

There are many variations on how the
organization is evaluated, from
throughput to agent competencies.

(O) Action
selection

How the organization
chooses what to do.

Some organizations address the biggest
most-obvious need, other models have
had advanced look-ahead procedures

(O) Action
definitions

What can the organization
do?

Depending on the theoretical (or applied)
perspective taken, what the
organization can do to its members
may vary.

(C) Event
generation

Agents react to events from
the environment.

Many organizational phenomena have
significant environmental factors.

(C) Aggregation How are individuals
affiliated with groups?

Organizational topologies influence
outcomes. Agents can be in many
groups.
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frame-work. Note again the framework exists as an extensible set of Java libraries
(compiled using Java v7), and we will extend each element to support these needs.
Eventually, we plan to build a Java GUI to allow for direct model selection from all
known models and use reflection to inform the GUI.

4.1 Modeling Procedural Change at the FAA

The FAA is trying to implement new policies for Air Traffic Controllers (ATCs). These
changes are part of a large set of technology and procedural changes included in the
NextGen system. With NextGen, the FAA is hoping to be able to take advantage of the
slack capacity in US air infrastructure, and support more flights with the same number
of ATCs. However, NextGen and Current ATC policies will be available for the
foreseeable future, as existing airframes will not be required to have NextGen tech-
nology, and the technology is expensive to integrate onto an existing airframe. Further,
although NextGen technology supports voice protocols, much of the forecasted benefits
come from macro-enabled texting. ATCs, however, enjoy voice communications as a
non-harmful distraction from their overwatch tasks (a cognitively stressing vigilance
task).

Within the FAA model, individual agents are air traffic controllers responding to
realistic event distributions over their nominal day. They respond to each event using
the protocol that best suits their purposes. They maintain overwatch over flights within
their airspace, but can take breaks when necessary by handing flights over to another
team-mate. However, they can only respond to events when they have finished
responding to a prior event, and they cannot change protocol midway through the
exchange. In this model, we assume that although flights can be re-routed due to
weather or other disturbances (rocket launches, etc.), no flights interact disastrously.

The organizational agents, meanwhile, review performance metrics such as “av-
erage time for control handoff” and “typical overwatch load” over nominal days and
adjust people-power and the local facility’s pressure to use NextGen to suit the
organization’s needs and their found experiences. They move people-power from hours
where metrics are strong to hours where metrics are weak, attempting to have good
performance relative to adjacent facilities across the day.

The model’s goal is to support FAA decision making by identifying potential areas
of concern not uncovered via other brain-storming processes. The FAA source-data
includes activity data from over 3000 facilities, with 400 k cross-facility interactions
captured, and staffing data from * 1000 facilities.

4.2 Modeling a Multi-national’s Horizontal Merger

The Multi-National simulation inherits ideas and processes from the Mutual Learning
Simulation [4], GARCORG [3], Construct [33], and OrgAhead [34]. However, the
organization of interest is one where a large-scale horizontal merger has taken place.
Each individual agent is seeded, based on collected email data, with interaction part-
ners, knowledge, and tasks. A partial organization chart is used, along with network
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clustering, to identify team, work-group, and division memberships. Group priorities
and organizational knowledge is inferred, via a March-like process, from member
contributions. Note: sub-groups within the larger organization may conflict with each
other.

Individuals are expected to respond to changes as they occur and pass knowledge
updates to their working peers. Each individual has a capacity for accepting updates,
and updates beyond the limit will be ignored. Individuals complete tasks based on
knowledge linked to the task, and may not always succeed. Each person also has need
for social support and interaction, and they choose to interact with people based on
shared beliefs and knowledge. Individuals can leave at will.

Organization agents, which operate on time-scales in correlation to their size (large
groups have long time-scales), evaluate the group member output over time and
compare it to expected outputs based on agent composition. The group can emphasize
tasks, change work tempo, fire low performers, and hire replacements.

The model’s goal is to be able to predict points of conflict and areas of high
turnover in the merger process, and will use collected empirical longitudinal data to
validate the model. The source data has three elements: a longitudinal survey admin-
istered to more than 5000 organization members, structural meta-data of 15 M emails
over 2 years, and sanitized English content for 1.2 M emails from the same time-span.
Figure 2 is a network visualization of a subset of the structural data.

4.3 Uniting Models Under One Framework

By placing both models within the same framework, we believe both require an active
multi-level approach. In Table 3, we go through each framework element and provide a
brief description of its implementation plan.

Fig. 2. Illustrative structural dynamics from a month of email data - luxuryco (dark gray nodes)
acquired standardco (light gray nodes) a year before.
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5 Discussion and Conclusion

In this short paper, we have introduced the Active Multi-Level Modeling Framework
for exploring and understanding multi-level phenomena such as change resistance,
organizational resilience, and turnover. We introduce prior multi-modeling and
meta-modeling work that influenced the development of the framework. We believe a
framework like this one is necessary for exploring multi-level phenomena, and pro-
vided brief literature reviews of specific phenomena to support this perceived need. We
introduced two use-cases to demonstrate the framework’s versatility and wide appli-
cability, outlining model execution within the Framework and a brief description of
source-data for each use-case. We conclude with an appeal to the need for this
framework.

We plan to make the framework and its extensions available via public software
repositories.
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Abstract. Political processes generated by daily events around the
world are highly complicated. Using an information theoretic approach,
we examine the dissimilarity of political activities of a country to dif-
ferent countries, and whether it is possible to identify politically “hot”
countries. Using a massive political science data, the Global Database
of Events, Location, and Tone (GDELT), which covers all the political
event data (over 300 million) since 1979 created for studying world-wide
political conflict and instability, we show that Shannon entropy for most
countries does not differ substantially. Therefore, most countries have
similar complexity in terms of political activities. More interestingly, we
find that the relative entropies between politically very unstable coun-
tries and regular stable countries are large, and thus relative entropy can
be used to effectively identify political “hot” spots.

Keywords: GDELT · Political hot spot · Shannon entropy · Relative
entropy

1 Introduction

Big data have been offering unprecedented opportunities as well as challenges
to both academia and industry. One of the most fascinating sources of big data
is the Global Database of Events, Location, and Tone (GDELT) [1], which is a
massive political science data created for studying world-wide political conflict
and instability. GDELT is attracting increasing interest in the machine learning
community [2] and has been extensively utilized in several applied settings cover-
ing country activity [3], domestic protests [4], finance [5] and global disasters [6].
GDELT contains more than 300-million geolocated events with global coverage
from 1979 to the present. There are two major difficulties in analyzing GDELT
[7]. One is the massiveness of the data. Another is the nonstationarity of the
data. While being a major cause of unpredictability of some political processes,
nonstationarity is also closely related to the nature of news reporting — old sto-
ries, even though important from a historical perspective, will rapidly lose value
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as a major news and thus will be less covered in the media as time goes by;
on the other hand, irrespective of their true value, coverage on appearantly new
events will always be exuberant. To overcome these difficulties, it is important to
think what kind of questions can be asked about GDELT, and what kind of new
answers can be obtained from GDELT. Here, we specifically ask how different
the political activities engaged by different countries are. To gain insight into
this question, we will use Shannon entropy and relative entropy.

The remainder of the paper is organized as follows. In Sect. 2, we briefly
describe GDELT. In Sect. 3, we compute Shannon and relative entropies from
GDELT, and show that in terms of Shannon entropy, political activities engaged
by different countries are not very different. However, relative entropies between
politically very unstable countries and regular stable countries are large, and
thus relative entropies can be used to effectively identify political “hot” spots.
Concluding discussions are in Sect. 4.

2 Brief Description of GDELT

Political event data are nominal codes that record who did what to whom and
when (i.e., codings based on units of analysis consisting of subject-verb-object
(S-V-O) phrases), coded from news media [8]. Each event is recorded with a
set of attributes, including the interval-level Goldstein conflict-cooperation scale
value [9]. GDELT events are drawn from a wide variety of news media, both in
English and non-English, from across the world, ranging from local to interna-
tional sources in nearly every country. These data are produced by the TABARI
automated coding software (http://eventdata.psu.edu/software.dir/tabari.html)
and a series of ancillary programs used to establish geolocation and improve the
named entity recognition of TABARI. TABARI works with CAMEO [10], a very
large set of verb-phrase (>15,000 phrases) and noun-phrase (>40,000 phrases)
dictionaries in combination with shallow parsing of English-language sentences to
identify grammatical structures such as subject-verb-object phrases, compound
subjects and objects, and compound sentences. CAMEO is an update of earlier
(1960 s) event coding taxonomies, with changes introduced by automated coding
and new behaviors, such as suicide bombings. CAMEO provides a detailed and
systematic taxonomy for coding contemporary political actors, including inter-
national, supranational, transnational, and internal actors. An earlier version of
this system recently was successfully employed in the DARPA ICEWS project
[11] to code 25 gigabytes of Asian news reports involving more than 6.7 million
stories, which provided the key input for forecasting models with accuracy, sensi-
tivity, and specificity all exceeding DARPA’s pre-set criteria. Currently GDELT
generates between 1.0 and 1.5×105 event codings per day. The data are updated
daily and are open access at http://gdelt.utdallas.edu; tools for working with the
data are discussed both on that web site and at http://gdeltblog.wordpress.com.

http://eventdata.psu.edu/software.dir/tabari.html
http://gdelt.utdallas.edu
http://gdeltblog.wordpress.com
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Fig. 1. Monthly total number of political events in (a) USA, (b) China, and (c) Russia.

3 Information Theoretic Analysis of GDELT

To compute Shannon and relative entropies, we first need to compute the proba-
bility that each political event occurs for a given country. To facilitate this task,
in Sect. 3.1, we describe the set of political events designed by political scientists
in the last few decades. Then in Sect. 3.2, we examine country-wise Shannon
entropies, and in Sect. 3.3, we compute relative entropies between two arbitrary
countries. Finally, in Sect. 3.4, we examine whether relative entropies can be used
to effectively identify political “hot” spots.

3.1 Political Events

In the celebrated CAMEO-code book, there are 20 classes of political events and
there are a number events in each class of actions.

Note the set of political events recently has been slightly expanded, to include
contemporary events such as suicide bombings. Also recall that each event is
assigned a conflict-cooperation score, called Goldstein-scale intensity [9]. Figure 1
shows the total monthly number of political events in USA, China, and Russia
from 1979 to 2015. We observe that this number recently has been increasing
rapidly, as a consequence of rapid advancement of technology.
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3.2 Shannon Entropy of Country-Wise Political Activities

For a given country, assume there are Ei, i = 1, · · · ,m, political events, each
event Ei occurring ni times. The probability pi for Ei to occur is

pi = ni/Ntotal, Ntotal =
m∑

i=1

ni (1)

Then Shannon or information entropy is given by

H = −
m∑

i=1

pi log pi (2)

By convention, pj log pj = 0 if pj = 0. Note that if there is only one of pi’s is 1
while all others are 0, then H = 0. In this case, we have a deterministic scheme,
and Shannon entropy is zero. At the other extreme, when the events occur with
equal probability of 1/m, H attains the maximum value of logm. We thus see
that the value of Shannon entropy depends on both the number of events and
the distribution of the events. For more in depth discussion of Shannon entropy,
especially its role in the complexity theory, we refer to our recent survey article
[12]. For later convenience, here, we use natural logarithm. In this case, the unit
of entropy is baud. When base 2 is used in the logarithm, the unit of entropy is
bit, which is log2 = 0.6931 baud.

We have computed Shannon entropy for the political activities of 181 coun-
tries base on the data of November 2015. In Fig. 2(a-d), we have shown the prob-
ability density function (pdf) of Shannon entropy with respect to USA, China,
France, and Syria, respectively. However, entropies for the political activities of
other countries are not much smaller. Indeed, the distribution for the entropy
of these countries, shown in Fig. 3, is quite concentrated. Therefore, we may
conclude that Shannon entropy for different countries does not differ much.

3.3 Relative Entropy of Political Activities Between Countries

As we have seen, Shannon entropy depends on both the number of events and
the distribution of the events. One of the most popular means of quantifying the
discrepancy between two distributions is to use relative entropy defined as [13]

D(p||q) =
∑

i

pi ln
(pi
qi

)
, (3)

Relative entropy is also called Kullback-Leibler distance. It is always nonnegative
and is zero if and only if the two distributions are the same, p = q. Moreover, it
is asymmetric, i.e., D(p||q) �= D(q||p).

In order to compute relative entropy between the distributions of political
events of two countries, one issue has to be taken care of. That is, one has to
restrict oneself to the common subset of political activities that are engaged by
both countries.
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Fig. 2. Distribution of Shannon entropy for (a) USA, (b) China, (C) France, and (d)
Syria base on the data of November 2015.
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Fig. 3. Distribution of Shannon entropy of all the countries based on the data of
November 2015.

We have computed pair-wise relative entropies for all the countries in the
world base on the data of November 2015. Due to asymmetry, this yields about
40000 relative entropy values. In Fig. 4(a-d), we have shown the probability den-
sity function (pdf) of relative entropy of all the countries with respect to USA,
China, France, and Syria, respectively. The distribution for all the pair-wise
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relative entropies of all the countries are shown in Fig. 5. We observe that rela-
tive entropies are generally small. Syria is clearly an exception. This has to be
attributed to the constant wars there.
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Fig. 4. Distribution of relative entropy with respect to (a) USA, (b) China, (C) France,
and (d) Syria base on the data of November 2015.

3.4 Relative Entropy and Political “hot” Countries

Albeit civilization has been advancing, the world is still full of instabilities and
conflicts. Our earlier observation that the distribution for the relative entropy
of Syria is very different from those of other countries motivates us to develop a
readily implementable scheme to identify political “hot” countries in the world.
It is easier to describe our scheme by using the complementary cumulative distri-
bution function (CCDF) instead of the pdf shown in Fig. 4(a-d). Note integration
of pdf yields cumulative distribution function (CDF). CCDF is simply 1-CDF.
CCDF may also be called tail probability, i.e.,

CCDF = Probability{relative entropy ≥ TH}

For a given threshold value TH, a large CCDF for certain country would indi-
cate that politically that country is very different from other countries. There-
fore, this CCDF may be taken as a political hotness measure of that country.
Figure 6 shows examples for four different threshold values. An example of the
political hotness map of the world for November 2015 is shown in Fig. 7, with the
threshold value to be 0.37. The map is similar when different threshold values
are used. It is interesting to note that the politically very distinct countries or
entities include the familiar ones such as Iraq, Syria, Afghanistan, etc. Also note
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Fig. 6. Relative entropy-based hotness scores base on the data of November 2015 for
alphabetically ordered all the countries in the world. Four subplots correspond to 4
different threshold values.

that the presence of France in the map as one of the hottest country is mainly
due to the Paris terror attacks on Nov.13, 2015. Some of them are just because
of the small size, such as Burundi — when a country is too small, its routine
activities may be very different from that of a normal country.
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Fig. 7. A political hotness map of the world for November 2015.

4 Future Perspectives

The massive political science data, GDELT, has offered an unprecedented oppor-
tunity for researchers on big data research to develop innovative analysis methods
to maximally extract useful information, especially to quantify political processes
not solely from machine-learning based approaches, but also from fundamental
mathematics and physics viewpoints. Here, we have examined how information
theoretic approaches may shed new light on the characterization of political
processes. Based on a set of about 300 unique political events carefully defined
by political scientists, we have shown that Shannon entropies for the politi-
cal activities engaged by different countries are close. Therefore, most countries
have similar complexity in terms of political activities. More interestingly, we
have found that the relative entropies between politically very unstable coun-
tries and regular stable countries are large, and thus relative entropy can be used
to effectively identify political “hot” spots.

In earlier years, especially before 1990, due to scarce of events, the resolution
of the map of political “hot” spots can be at best 1 year. With the rapid increase
of political events in GDELT, the resolution of the map for recent years can be
1 month. It is perceivable that in future the resolution can be further improved,
such as to 1 week or even 1 day.
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Abstract. This study examines the role of context in evaluating responses to
social media posts online. Current sentiment analysis tools evaluate the content
of posts without considering the broader context that the post comes from.
Utilizing data from an in-person study, we examine differences between per-
ceived sentiment evaluation when social media response posts are viewed in
isolation and perceived sentiment evaluation when social media responses are
viewed in the context of the original post. We find that evaluations of responses
viewed in context change over 50 % of the time. We validate this finding by
utilizing simulated data to show the result is not simply a result of data
manipulation or noisy data; furthermore, we explore results of this finding with
current sentiment analysis tools, examining this result with subsets of our data
with high and low kappa values.

Keywords: Twitter � Social media � Sentiment analysis � Affect control theory

1 Introduction

Traditional approaches to sentiment analysis have three problems: the approaches were
originally developed to analyze larger bodies of text, they ignore the social context of
social media, and they are primarily focused on only one dimension of sentiment. As
social media text can be extremely short, and due to the expense associated with
obtaining labeled data necessary to train machine learning algorithms, most approaches
to sentiment analysis today rely on extensive lexicons with the goal of having some text
match words that we know map to generally positive or negative sentiment [1–3].

Most approaches to sentiment analysis in social media focus exclusively on the
content of the message, ignoring the metadata and subsequent social context that the
message comes out of [4–7]. For example, a user posting she is ill will receive positive,
supportive posts on social media. Analyzing the social network associated with the
flow of those messages would result in an incorrectly classified positive association
with that sickness. While some analyses of social network sentiment incorporate
analysis of a user’s social media ties, these studies rely on aggregated posts and do not
consider individual responses to news, topics, or events [8, 9].

Finally, sentiment is typically analyzed along a single dimension: positive and
negative, with a minority of research considering objectivity [4, 10]. However, there
are other dimensions to emotions, informed by cultures, which affect how individuals
respond to events. Affect control theory (ACT) formalizes the way that individuals
respond to events by classifying evaluation, potency, and action, allowing for
cross-cultural comparisons of events [11–13]. Evaluation is the most similar dimension
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to most sentiment tools today: it is a spectrum from unpleasant and negative to pleasant
and positive. Power reflects the social and external relations individuals have, going
from weak and powerless to strong and powerful. Activity, in contrast to power,
reflects internal relationships to emotion, going from unexciting and inactive to exciting
and active. In this study, we utilize a recent dictionary consisting of over 2,000 terms to
populate lexicons to identify messages along potency and activity [14].

The paper seeks to explore three key areas: how affect control theory can inform
sentiment analysis, how individuals perceive messages seen without context differently
from messages with context, and finally, the implications of context for existing tools.
We examine the impact of context along all three dimensions of affect control theory,
compare evaluations of messages with and without context, and compare individual
ratings with automated scores given by sentiment analysis tools.

2 Data

We utilize a subset of a study where 96 individuals collectively rated 5,780 Twitter
posts [15]. In the broader study, individuals were given a brief 5-minute training on the
three dimensions of ACT, which can be viewed in the technical report [15]. Individuals
then each rated 120 Twitter posts three times, once for each dimension of ACT. The
120 Twitter posts evaluated fall into four categories: (A) individual Twitter posts,
(B) responses to Twitter posts, (C) the original post that response posts were made to,
and (D) the same responses seen in category (B) – presented this time with the context
of the original post. This paper focuses on the changes in response that individuals had
from rating category (B) tweets to category (D) tweets.

Each set of 120 Twitter posts were evaluated twice. We only considered Twitter
conversations where the original post was not a response itself. To ensure a broad
diversity of topics, we chose Twitter posts from four broad areas, as outlined in the
Table 1 below.

For “General” posts we randomly selected English-language posts from the
“Gardenhose”, or 10 % of the total Twitter firehose, so we did not utilize keywords to
select the topics.

Table 1. Topic categories for data used.

Nuclear Arab Spring General Haiyan

Dates Sep 2014 –

Oct 2014
Oct 2009 –

Nov 2013
Sep 2013 –

Aug 2014
Nov 2013 –

Dec 2013
Sample
Keywords

Nuclear
proliferation,
uranium

Tahrir Square,
Arab Spring

n/a Haiyan,
Typhoon
Yolanda

Number of
Posts

720 720 720 720
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3 Comparing Responses with and Without Context

We first explore the data by displaying the distribution of ratings across message
categories. We then perform a deeper dive into the different topics making up the
dataset and show that we see the same behavior in changed evaluations across all
topics. This allows us to make generalizations about the data as a whole and not limited
to a subset of our data.

In the histograms below we plot the overall ratings that individuals recorded.
Ratings are on a five point Likert scale from negative to positive for Evaluation, weak
to strong for Power, and active to passive for Activity. We see that within Power and
Activity, the overall profile of responses is consistent whether the post is the original
post, the response, or the response viewed with context. The most variation appears to
be within Evaluation, which sees slightly more negative posts in responses (Fig. 1).

There is some minor variation across topic categories, but there is significant
robustness when comparing differences in the evaluation of responses with and without
context (Fig. 2).

We see that in all four categories, we see substantially similar distributions of
differences in evaluation across the four categories. The largest bin of changes across
all four topics is no change. There is a slightly larger number of individuals changing
their evaluations to more negative in Arab Spring tweets.

Fig. 1. Histogram of responses across ACT dimensions and post category.
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In repeating this analysis for the other two dimensions of ACT, we see a similar
pattern unfold – that regardless of the source of the data, there is a significant amount of
change occurring across all three dimensions of Affect Control Theory. We now
describe these changes more quantitatively and show that a similar analysis on simu-
lated data does not yield the same result.

4 Features of Responses with Context

While the histograms give the appearance that the most common change in ratings after
seeing context is no change - half the time, individuals are, in fact, changing their
ratings. 46 % of Evaluations were changed upon seeing context, 50 % of Potency
ratings were changed, and 52 % of Activity ratings were changed (Table 2).

In fact, at least 30 % of post ratings changed valence after seeing context – 40 %
for Potency and Activity ratings. Since all ratings were made on a five point Likert

Fig. 2. Difference in evaluation ratings of responses with and without context

Table 2. Table of features of changed ratings. Changed Total and Changed Valence percentages
are based on all responses; other percentages are based on the number of responses that changed
valence.

Evaluation Potency Activity

Changed Total 1,329 (46 %) 1,439 (50 %) 1497 (52 %)
Changed Valence 905 (31 %) 1140 (40 %) 1138 (40 %)
Changed to Neutral 316 (35 %) 391 (34 %) 360 (32 %)
Changed to Pos./Str./Act. 341 (38 %) 430 (38 %) 375 (33 %)
Changed to Neg./Weak/Pas. 267 (30 %) 329 (29 %) 419 (37 %)
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scale, we considered all ratings to be one of 3 valences: Negative, Neutral, or Positive
for Evaluation; Weak, Neutral or Strong for Potency; and Passive, Neutral, or Active
for Activity.

We find that of the posts which changed valence, changes were made relatively
uniformly – to either positive/strong/active, neutral, or negative/weak/passive – in
overall similar numbers, with about one third of the posts that changed valence going to
each category.

We investigated whether viewing context made it more likely to make a post be
perceived as being more extreme or whether it largely attenuated ratings. Of posts that
changed ratings, 22 %, 18 %, and 23 % of ratings respectively for Evaluation, Potency,
and Activity changed to extreme positions. It appears that it is more likely to attenuate
an overall rating – while there are larger numbers of neutral ratings in general, a larger
proportion of those posts that changed valence across all dimensions of ACT changed
to neutral as opposed to changing to a more “extreme” position on the Likert scale.

5 Validation

To validate these findings, we created two simulated datasets with similar summary
properties as our data to highlight how the results we obtain are not simply due to data
manipulation. Two simulated datasets were used because of uncertainty in the under-
lying distribution of responses. Each simulated dataset replicates one third of the
responses for a given topic area, so there are 12 paired sets of 90 draws.

The first simulated dataset is drawn from a binomial distribution with four draws
and a probability of success of 50 %. The second simulated dataset is drawn from a
multinomial distribution with five bins with probabilities matching the distribution of
categories in the Evaluative dataset. As in the original experiment, where we had two
individuals evaluate the same data, we ensured our data had a similar Cohen’s kappa of
0.60 by duplicating this data and randomly replacing half of the simulated data (Figs. 3
and 4, Table 3).

We find that when comparing our simulated data with difference ratings seen with
and without context, the simulated data has a considerably larger variance. In addition
to this larger variance, significantly more respondents choose not to change their rating
when compared with our randomly generated data (Fig. 5).

Table 3. Table of summary statistics comparing binomial and multinomial simulated data

Evaluation Potency Activity Binom. Multi.

1st Quartile 2 2 2 2 2
Median 3 3 3 3 3
Mean 2.8 3.1 3.2 3.0 2.9
3rd Quartile 4 4 4 4 4
Std. Dev. 1.1 1.1 1.2 0.98 1.1

Contextual Sentiment Analysis 295



These results show that a key finding of our study – that about 50 % of all ratings
change after re-evaluating the message with context – is not simply an artifact of data
manipulation (Table 4).

Fig. 3. Distribution of kappas across topic areas and for simulated data; ‘Sim_B’ indicates data
drawn from the binomial distribution, ‘Sim_M’ indicates data drawn from the multinomial
distribution.

Fig. 4. Histogram of binomial and multinomial simulated data sets.

Table 4. Table of difference statistics, compared with binomial and multinomial simulated data.

Eval. Pot. Act. Binom. Multi.

Mean 0.10 0.04 0.02 0.03 -0.13
Variance 0.94 1.3 1.5 1.7 2.4
Mean number of ‘no change’ ratings across
topic areas

388 360 346 217 196
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6 Implications for Current Tools

We evaluated the implications of these findings for current sentiment analysis tools in
use. We used VADER [16], as well as the most recent ACT lexicon [14] and the
CASOS Universal Thesaurus to create a simple sentiment analysis tool that matched
n-gram expressions within the Twitter messages – all dictionary methods that are the
current standard approach for sentiment analysis tools due to the problem of sparse
training data given the short length of Twitter messages [3].

We found through sensitivity analysis that changing the window of what was
considered a “neutral” message to being a score from (−0.1,0.1), to (−0.05, 0.05), to
(−0.01, 0.01) did not significantly change overall accuracy rates of the sentiment
analysis tools used. We set 0.05 as the window for neutral messages for both of the
following Tables 5 and 6.

We see that overall sentiment analysis tool ratings appear to match response ratings
– as well as original message ratings – at relatively low rates. While our data shows that
individuals do change their perceptions of social media messages once they view the
message in context, it is harder to draw a connection between automated evaluations of
sentiment and what these perceptions are. Future work should further examine the role

Fig. 5. Histogram of difference in evaluation ratings for Arab Spring contrasted with difference
in ratings taken from simulated data.

Table 5. Sentiment Analysis Tool Matching Rates for Evaluation with neutral score window of
0.05

VADER Universal Thesaurus ACT

Original Message 51 % 35 % 39 %
Response 52 % 33 % 34 %
Response with Context 50 % 35 % 35 %
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of size of neutral-rated messages and see if this significantly impacts overall accuracy
ratings of sentiment miners.

We take a closer look at match ratings by identifying datasets that had high kappa
and datasets that had low kappa. We isolated the ten highest and ten lowest kappa
ratings for each axis of ACT; in taking our study, raters had different agreement rates
for each axis. All subsets incorporated datasets from each topic group. The table below
shows the ranges of the kappas for the data analyzed (Table 7).

While we would expect a higher match rate for the subset with higher kappas, we
find that overall match rates are identical to the overall population. These rates are not
significantly improved by looking at the average rating provided by both raters;
additionally, they do not change significantly looking at other dimensions of ACT
(Table 8).

7 Discussion

Social media is a dynamic communication medium – useful for a variety of policy
applications, from tracking extremist groups to guiding soft power efforts interna-
tionally to raising social awareness. Social media messages are inherently social – they
are messages that are meant to be shared and disseminated across platforms. In this
study, we have limited our analysis to short conversation snippets on Twitter, and we
have only examined the text messages contained in those social media posts. However,

Table 6. Sentiment Analysis Match rates for Power and Activity using ACT Lexicon, neutral
score window of 0.05

Power Activity

Original Message 39 % 34 %
Response 37 % 29 %
Response with Context 38 % 29 %

Table 7. Ranges of 10 highest and 10 lowest weighted kappas for each ACT axis.

Evaluation Potency Activity
Low High Low High Low High

−0.023−0.37 0.66–0.75 −0.33−0.007 0.33–0.49 −0.13−0.042 0.27–0.34

Table 8. Match rates for Evaluation tools, contrasting 10 highest and 10 lowest kappa datasets

Highest Kappas Lowest Kappas
VADER UT ACT VADER UT ACT

Original Message 47 % 36 % 35 % 46 % 38 % 38 %
Response 42 % 41 % 42 % 47 % 34 % 32 %
Response w/Context 40 % 44 % 40 % 47 % 33 % 34 %
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many platforms also allow embedding more dynamic media – from GIFs to memes to
YouTube videos.

Understanding social contagion and the dynamics of social movements requires
understanding the context that these movements come out of. Messages are always
viewed in context: for example, a popular online hashtag, #NetflixAndChill, while
sounding innocuous, refers to a casual sexual encounter – and quickly served as a
shibboleth for ‘hip’ internet users. Understanding the context surrounding the hashtag
requires readers to be aware of considerably more than the current 140 characters
Twitter allows in messages. If we are going to quantitatively assess these movements
and understand how this change is proliferating across social media, we need to
develop better tools that can capture and reflect the ratings of individuals reading and
responding to these messages.

The implications of this finding on measuring soft power sentiment: additional
structural considerations need to be taken when measuring and observing online dis-
cussion of topics. While it is useful to aggregate and distinguish social media posts by
their immediate sentiment, additional consideration must be taken to couch posts in the
structure of online conversation. If there are several unique posts about a topic, it is
going to be more informative to do an analysis of the original posts instead of simply
analyzing and aggregating responses to the posts, many of which may be a simple
endorsement of the original message. While different social media platforms are able to
provide different levels of access to their underlying social network structure, future
researchers utilizing social media should try and utilize and incorporate that structure
into their sentiment analysis and overall assessment of the platform.
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Abstract. Since the late 1990 s, the intensity of tropical cyclones have
increased over time, causing massive flooding and landslides in the
Philippines. Nationwide Operational Assessment of Hazards or Project
NOAH was put in place as a responsive program for disaster prevention
and mitigation. Part of the solution was to set up nababaha.com(www.
nababaha.com) and FloodPatrol which provided the public with a web
and mobile phone based application for reporting flood height. This paper
addresses the problem of providing an interactive and visual method of
validating crowdsourced flood reports for the purpose of helping frontline
responders and decision makers in disaster management. The approach
involves finding the neighborhood of the crowdsourced flood report and
weather station data based on their geospatial proximity and time record.
A report is classified as correct if it falls within the obtained confidence
interval of the crowdsourced flood report neighborhood. The neighbor-
hood of crowdsourced flood reports are correlated with weather station
data, which serves as the ground truth in the validation process. Use cases
are presented to provide examples of automatic validation. The results
of this study is beneficial to disaster management coordinators, first-line
responders, government unit officials and citizens. The system provides an
interactive approach in validating reports from the crowd, aside from pro-
viding an avenue to report flood events in an area. Overall, this contributes
to the study of how crowdsourced reports are verified and validated.

Keywords: Crowdsourcing · Validation · Verification · Disaster
informatics

1 Introduction

The Philippines has been consistent on the list of most disaster-prone countries
[16]. In 2012, Super Typhoon Haiyan killed an estimated 6,000 to 10,000 people
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and left the city of Tacloban, Leyte, severely damaged [3,16]. Historically, trop-
ical cyclones are getting stronger since 1990 s which has caused massive flood-
ing and landslides in the Philippines, most especially in the metropolis, Metro
Manila and nearby provinces [14,15]. For instance, Tropical Cyclone “Ketsana”
was only classified as a typhoon [15]. However, reports show up to 455 mm of rain
fall in 24 h on September 26, 2009 [6]. This report shows one-and-a-half times
the historical average of 364 mm for 1993 - 2008 for the entire month of Sep-
tember [15]. In as much as flooding is highly correlated with tropical cyclones,
prolonged monsoons have also been causes of massive flooding in the metro.

This experience provided strong motivation for the government to put in
place Nationwide Operational Assessment of Hazards or Project NOAH as a
responsive program for disaster prevention and mitigation [6]. Part of this,
nababaha.com(www.nababaha.com) was created as a crowdsourcing facility to
receive, process and visualize spatiotemporal flood data from concerned citi-
zens [10]. Ateneo Java Wireless Competency Center developed FloodPatrol, an
Android mobile phone application, to extend this facility to smartphone users.

The design is based on the concept of Volunteer geographic information (VGI)
which is being used as a data source, especially in disaster management and cri-
sis management [5]. Essentially, the crowdsourced flood reports are considered
VGIs. Information provides input to flood risk management such that it aids in
the process of managing a situation of an existing flood risk to meet the goal
of controlling and preparing for the flood and minimizing its effects [5]. Pro-
viding an overview of the present situation where flood occurs can improve the
situational awareness in those areas [5]. Crowdsourcing provides an opportunity
to raise awareness because of the number of volunteers who can contribute [5].
In a similar manner, QLD Flood Crisis Map, developed through the Australian
Broadcasting Corporation, is a crowdmapping of the Queensland floods based on
the Ushahidi platform [11]. This allows individuals to send flood-related infor-
mation via email, text message, Twitter or via the website and make them
available to anyone online [11]. In general, social media platforms have become
an avenue to disseminate information as well as crowdsourced information [7] in
events of national concern. To cite some examples, Twitter users traded informa-
tion, requested help, looked for people feared to be caught at one of the attack
sites, and even documented the situation in terrorist attacks in Mumbai, India
in 2008 [8]. The emergence of Ushahidi platform, a Google map-based platform
designed for geo-located responses to crisis [7,8] was also used in the 2012 Haiti
Earthquake. Hundreds of recruited volunteers translated messages, posted needs
on the crisis map, and picked request according to their ability [7,8]. Ushahidi
focuses on public involvement which various agency maps did not offer [7,8].

The common concern across the usage of crowdsourcing platforms in disaster
management is the accuracy of volunteered information given by ordinary citi-
zens [5,7,8,11,17]. Agencies, especially those of the police and frontline respon-
ders, need accurate and validated data to prevent actions from being taken based
on inaccurate, unsourced and questionable information [8]. Users sought for tools
that are authorative and provide authorative data as well because failure to do
so can cost lives [8].

www.nababaha.com
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Method of validation and verification process continues to be an area of study
in crowdsourced systems. A good percentage provides opportunity to validate
the content [9]. Some platforms have provided a voting button functionality [8].
For example, Ushahidi lets users verify a report by clicking the verification but-
ton [7]. QLD Flood Crisis Map allows users to vote up and down reports [11].
This functionality depends on a large number of people validating the reports,
which are only a few percentage of the crowd [7,9]. Another approach is a group
of administrators manually approve reports before they are made available [5].
Developing trust management systems that can recognize and report question-
able postings, then flag these reports for more verification is needed [7]. Moving
forward, there is a need for an automated method of validating reports [5]. This
paper addresses specifically that concern of developing an automated and inter-
active process of validating reports.

2 Definition and Method

Crowdsourced flood reports contain the following attributes as shown in Table 1.
Using nababaha.com and FloodPatrol, the person reports the perceived flood
height from the list mentioned in Table 1. The system also allows the user to
geotag directly on the map. Providing a photo and a short note is optional
but accepted as it provides more details to a report. The system automatically
stores the date and time the report is sent as well as the latitude, longitude and
the estimated flood height in meters. As reports are collected, our approach in
validating them takes into consideration what other crowdsourced flood reports
are saying. This follows the idea of “wisdom of the crowd” [13].

Our first task is to minimize the spatio-temporal distance between the report
that needs to be validated and other reports [12]. We have to get the neighbors
that are spatially and temporally close to each other for the confirmation of a
report to increase [12]. To illustrate, a report from one city is closely related to
another report from the same city. We cannot say the same thing for a report in
another city that is too far away. This is the same in terms of time difference.
Although this approach gives no guarantee of truth but this applies a heuristic
principle [12]. To do this, the basic Nearest Neighbor Search algorithm and Fixed
Radius Neighbor Searching variation is used. The former answers the need to
find among a group of known reports, the reports closest to the report we want to
validate [1]. The latter follows the same idea with the nearest neighbor algorithm,
only that the search space has a fixed boundary [2,4]. Finding crowdsourced flood
report neighbors is defined as follows.

find crowdsourced flood report neighbors(R, h, d) = {neighborsR}. (1)

find crowdsourced flood report neighbors is the function that finds the crowd-
sourced flood report neighbors, {neighborsR}. This function accepts three para-
meters. The first parameter is the report that we want to find its neighbors, R.
The second parameter is the range of time, in hours, that we want to consider,
h. The last parameter is the range of distance, in meters, that we want to look
into, d.
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Table 1. Crowdsourced Flood Report Data Definition

Data Definition Description

Flood height A nominal scale describing the flood waters’ depth. This
can be one of the following:

• No Flood

• Ankle High

• Knee High

• Waist High

• Neck High

• Top of Head High

• 1-Storey High

• 2-Storeys or Higher

Flood datetime Time and date of the flood report

Image url URL of the flood image.

Details A short note about the flood.

Location Point geometry data type of (longitude, latitude) in
EPSG:4326

Estimated flood height Estimated flood height in meters, derived from
flood height [10]

• No Flood: 0m

• Ankle High: 0.25m

• Knee High: 0.5m

• Waist High: 1m

• Neck High: 1.5m

• Top of Head High: 1.69m

• 1-Storey High: 3m

• 1.5-Storeys High: 4.5m

• 2-Storeys or Higher: 6m

After finding the neighborhood of the report that needs validation, confidence
interval of the neighborhood is computed to check if the report is valid or not.
We say that the report is valid if it falls within the confidence interval of the
neighborhood. We find the sample mean ¯neighborsR, sample standard deviation
sneighborsR , sample size nneighborsR , and t-critical to find the confidence interval.
We used a t Distribution Table to look for the t-critical based on the degrees of
freedom df, and the confidence level, which we set at 95 %.

confidence interval : ¯neighborsR ± t-critical ∗ sneighborsR√
nneighborsR

. (2)

Weather station data is incorporated in the validation process by comput-
ing for the correlation between the neighborhoods of weather station reports
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and crowdsourced flood reports. First, the system searches for nearby weather
stations from our crowdsourced flood report neighborhood. Similar to (1), the
system searches for weather station neighbors from the members of the crowd-
sourced report neighborhood. This is illustrated as follows.

find ws neighbors(neighborsR, h, d) = {ws neighborsneighborsR} . (3)

find ws neighbors is the function that finds the weather station neighbor-
hood. This function also accepts the same parameters in (1) except for the
crowdsourced flood report neighborhood, neighborsR. If weather station neigh-
borhood is present, the mean of the records for each weather station is computed
as well as the correlation with the crowdsourced flood report neighborhood.

3 Results and Discussion

The system uses Postgres SQL 9.4.4 and PostGIS 2.1.0 for the database, Ruby
and Ruby on Rails web framework for the system application and Leaflet for
front-end web client mapping. This system pulls data from nababaha.com, Flood-
Patrol, and various weather stations across the Philippines provided by Project
NOAH.

Crowdsourced flood reports as early as 2001 until 2015 were used for this
study. The initial version of nababaha.com and FloodPatrol allowed users to set
the date and time which allowed for reports before the two applications were
launched. On the other hand, weather station records are checked and pulled
depending on the crowdsourced flood report to be validated. Figure 1 shows the
interface of the automated validation system as well as how reports from 2001
to 2015 are visualized.

To demonstrate the approach in validating crowdsourced flood report, a
report that needs validation is selected. In this case, it is Flood Report 1721.
The details of this report is shown in Fig. 2.

Afterwards, the system searches for its neighbors within a 1-km radius buffer
and 1-hour time buffer, as show in Table 2 and Fig. 3

Table 2. Neighborhood of Flood Report 1721 within 1-km radius, 1-hour time buffer

Flood Report Flood Height Flood Report
Estimated Flood
Height (in m)

Number of Reports

Neck High 1.5 23

No Flood 0.0 1

Total Neighbors 24

In Fig. 3, connections inside “Crowdsourced Flood Report Connection” rep-
resent the connection between the report that needs validation and the crowd-
sourced report neighbor. On the other hand, connections inside “Weather Station
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Fig. 1. Crowdsourced flood report from 2001 to 2015

Fig. 2. Flood report 1721

Connection” represent the connection between the member of the crowdsourced
flood report neighborhood and the weather station. Moreover, the flood reports
were clustered according to how close they are to each other depending on the
zoom level of the map. The measurement shown inside the cluster was the mean
of the estimated flood height in meters. The size and color varies depending on
the computed mean of the cluster. In addition, outliers, which were statistically
identified, were marked with color black as shown in Fig. 3.
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Fig. 3. Neighborhood of Flood Report 1721 within 1-km radius, 1-hour time buffer

The automated validation system considers the flood report to be valid if
it falls within the computed confidence interval of the neighborhood. At 95 %
confidence level, Flood Report 1721, which has an estimated flood height of
1.5m, is said to be valid because it falls within the confidence interval of 1.31 m
to 1.566 m of its neighborhood.

Table 3. Flood Report 1721s neighborhood analysis at 95 % confidence level

95.0 % Confidence Level

x̄ 1.438

s 0.306

n 24

df 23

Standard Error 0.062

t -Critical 2.069

Margin of Error ±0.128

Confidence Interval 1.31 - 1.566

Valid true

Depending on the availability of weather station, the last part of the results
shows the correlation of the crowdsourced flood report neighborhood and the
weather station. Tthe mean of the measurement from the weather station is
computed for each weather station as shown in Table 4.

The system computes for the correlation between crowdsourced flood report
neighborhood and the available weather station neighborhood. In our example,
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Table 4. Aggregated Weather Station Neighborhood for Flood Report 1721 Neighbor-
hood

Flood report flood height (in m) Average waterlevel value (in m)

1.5 10.992

1.5 10.992

1.5 10.992

1.5 10.992

1.5 11.041

0 11.041

1.5 11.041

1.5 11.041

1.5 11.041

1.5 11.041

R = −0.272 . This means that the neighborhood of Flood Report 1721 has a
low negative correlation with the waterlevel sensor available.

The validation of the voice of the crowd comes in two levels. The first level
is from reports within and among the crowd. Our approach showcased the main
idea of “wisdom of the crowd” [13]. The validity of a report is based on what
the other nearby reports from the crowd. If members of the crowd, who are
independent of each other, report similar instances of an event, most probably
there is meaning in that event. This implies that a large amount of reports should
be present. As part of a project that is being prepared for full adoption at the
national level, there will be continuous collection of crowdsourced reports which
will be used to improve the current validation technique.

Our approach also considers the difference in time and in location, which are
important aspects in gathering and verifying crowdsourced reports. By devel-
oping an interactive system, user has the option to adjust the parameters then
receives the validation score through confidence level. The results of the vali-
dation are presented within the system. It allows the user to provide the time
buffer parameter and the distance buffer parameter. The report might not be
valid within a larger time and distance buffer since other reports might be irrel-
evant. On the other hand, there might be a correlation between the report and
the weather station within that specific range.

The second level is a comparison of weather station records as a ground
truth. This is done by computing for the correlation of the crowdsourced flood
reports with weather station records, which come from well-calibrated sensors.
Although our approach was not able to establish whether the report is accurate
in terms of ground truth, it is helpful for responders and decision makers. In
this regard, further studies have to be made in maximizing these sensor data to
verify crowdsourced reports.
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4 Conclusion

This paper contributes to the challenge in validating crowdsourced reports. Our
approach uses other reports and weather station data. The system searches for
neighbors of the report by considering the difference in time and location para-
meters. The report is said to be valid if it falls within the confidence interval of
its neighborhood. Moreover, the system presents an approach in the automated
validation system that shows the network of neighbors and the possible outliers
in the neighborhood.

Weather station data is used as ground truth and is compared with the
crowdsourced neighborhood using correlations. Further studies have to be done
in maximizing the weather station data to validate the accuracy of the crowd-
sourced report.

Aside from the existing capabilities of the automated validation system, these
features have to be incorporated to improve the validation and verification of
reports. First, a reporter should be identified in the system. Reporters, who
give more trusthworthy reports in the crowdsourcing community, get the higher
weights. Second, each report should be allowed for calibrating of responses. This
means that if a person reports a flood height of “Ankle High,” the system can
consider it to be a report from “No Flood” to “Knee High.” This gives more
allowance to the difference in people’s perspective in terms of flood height. In
addition, reports which are closer by distance, in theory, are more related to
the report in question. Lastly, crowdsourced verification should be added. This
allows the crowd to “agree” or “disagree” to a report.

Overall, our approach in validating crowdsourced flood reports uses other
crowdsourced reports and weather station data as ground truth. This approach
is simple yet highlights the idea of “wisdom of the crowd” [13] in an interactive
system. Aside from providing an avenue to report flood events in an area, our
attempt can increase analysis and trust in crowdsourcing applications because
users have the capability to validate and verify reports. Users will have the
capability to see which reports tell the same thing and which reports tell oth-
erwise. Reports are further validated and verified as more people contribute to
the system. Thus, a nationwide full adoption of the system is being prepared.
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Abstract. Formal models of international relations have a long history
of exploiting representations and algorithms from artificial intelligence.
As more news sources move online, there is an increasing wealth of
data that can inform the creation of such models. The Global Data-
base of Events, Language, and Tone (GDELT) extracts events from
news articles from around the world, where the events represent actions
taken by geopolitical actors, reflecting the actors’ relationships. We can
apply existing machine-learning algorithms to automatically construct
a Bayesian network that represents the distribution over the actions
between actors. Such a network model allows us to analyze the inter-
dependencies among events and generate the relative likelihoods of dif-
ferent events. By examining the accuracy of the learned network over
different years and different actor pairs, we are able to identify aspects
of international relations from a data-driven approach. We are also able
to identify weaknesses in the model that suggest needs for additional
domain knowledge.

Keywords: Intelligent agents · Bayesian networks · Modeling and sim-
ulation · International relations

1 Introduction

Formal models of international relations have a long history of exploiting repre-
sentations and algorithms from artificial intelligence [1,3,9,11]. For example,
game-theoretic models have supported prescriptive analyses of foreign-policy
decisions (e.g., [10]). Political scientists have also used rule-based systems to
build descriptive models of the behaviors of geopolitical actors [3]. These man-
ually created models demonstrate the value that AI methodologies can provide
in the study of international relations.

As more and more news sources move online, there is increasing data that
can inform the creation of such models. More importantly, these data are now
in computer-readable formats that can potentially support the automatic cre-
ation of models. For example, the Global Database of Events, Language, and Tone
(GDELT) and the iData repository of Integrated Crisis Early Warning System
(ICEWS) both represent hundreds of millions of actions in over 300 categories
c© Springer International Publishing Switzerland 2016
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(e.g., negotiation, accusations, military deployment) taken by geopolitical actors
(countries, international organizations, etc.), often directed at other such actors1.

A computational model of the likelihoods of different action types would be
invaluable in describing the behavior of actors in international relations. For
example, one might expect two allied nations to be more likely to engage in
trade agreements and other cooperative actions, as opposed to nations with a
more hostile relationship. The dependency may operate in the opposite direc-
tion, too, where the relationship between two nations is likely to suffer if one
nation makes an accusatory statement about the other. Representing this com-
plex interdependence among the types of actions and the actors’ relationship is
critical to building an accurate model.

In this work, we apply existing algorithms to learn a Bayesian network [4–
6] that represents the distribution over the actions between geopolitical actors.
Such a network allows us to analyze the interdependencies among events and
generate relative likelihoods of different event types between two actors. We
focus on our use of GDELT as a source of events that we translate into a cat-
egorical distribution of the actions two actors take toward each other2. Besides
the events extracted by GDELT, our network model also represents the Ideal
Point distances, a measure of country affinity that researchers in international
relations derive from UN voting records.

By examining the accuracy of the learned network over different years and
different pairs of actors, we are able to identify aspects of international relations
that are quantifiable from a purely data-driven approach. By leveraging the
declarative nature of our Bayesian network model, we are able to inspect its
dependency structure and draw conclusions that provide insight into the types
of events that are most strongly tied to geopolitical relationships. Furthermore,
we can exploit existing Bayesian network inference algorithms to compute any
conditional probability of interest, allowing us to analyze the joint distribution of
events to gain insight into various event dependencies. We are also able to identify
weaknesses in the model that suggest needs for additional domain knowledge.
This work thus represents an important first step toward making use of advances
in AI methods in the modeling of international relations.

2 International Relations Data

The “Global Database on Events, Location, and Tone” (GDELT) contains inter-
national events automatically extracted on a daily basis from different news
sources around the world, dating back to 1979. We restrict our investigation
to pairwise international relations, so we use only events that list two coun-
tries as the actors. Each event’s type is in the form of a numeric code, catego-
rizing the action according to the Conflict and Mediation Event Observations
(CAMEO) framework3. The CAMEO event codes constitute a hierarchy, ranging

1 gdeltproject.org, lockheedmartin.com/us/products/W-ICEWS/iData.html.
2 We also used ICEWS, but omit those results for space considerations.
3 http://eventdata.parusanalytics.com/data.dir/cameo.html.

http://gdeltproject.org
http://lockheedmartin.com/us/products/W-ICEWS/iData.html
http://eventdata.parusanalytics.com/data.dir/cameo.html
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from top-level categories like “Appeal” (02) and “Fight” (19), to intermediate
categories like “Appeal for material cooperation” (021) and “Occupy territory”
(192). The CAMEO framework contains 310 such categories.

For each year of GDELT events, we aggregate the events for each pair of
actors (ignoring their order in this investigation). For each such pair of actors,
we compute a histogram of the number of occurrences of each event type and
then normalize these event counts to be a percentage. This normalization loses
the potential information contained in the volume of events between actors (e.g.,
a qualitative difference in the relationship between the USA and the UK vs.
between the USA and Turkmenistan based on only the number of actions).
On the other hand, the normalization allows us to potentially generalize across
relationships that are similar in character, if not in volume.

We also include Ideal Point distances, a measure of affinity that political sci-
entists derive from applying a distance metric to voting in the General Assem-
bly of the United Nations4. Our goal is a country-independent model of relative
event likelihoods in combination with these Ideal Point distances. We collect
data across pairwise relationships between countries from the years 2006–2012,
which have comparable quantities of annual GDELT data, while also having
available Ideal Point data. Although there are 310 different categories in the
CAMEO event code list, many categories are not represented in our target data
sets. To ensure consistency of representation across these years, we selected the
CAMEO event codes that have appeared at least once in all of the years from
2006–2012, leaving an intersection of 133 event types. After including the Ideal
Point distance, we arrive at 134 variables for each pair of countries.

To avoid distortions due to country pairs for which GDELT has very few (i.e.,
non-representative) events, we use a minimum threshold for actions between
countries, considering both the total count of the events (to avoid small sam-
ples) and the percentage of non-zero events (to avoid highly skewed histograms)
for each pair of countries. After examining the size of the data sets result-
ing from alternate threshold settings, we arrived at 50 for the minimum total
count of events, and 5 % as the minimum percentage of the event categories
present in a country relationship for every year. The resulting numbers of country

Table 1. Sample data entries from 2006.

Country Pairs 02: Appeal 021: Appeal for
material cooperation

. . . Ideal Point Distance

Afghanistan China 0.017 0.027 . . . 0.167

Argentina Australia 0.033 0.010 . . . 0.788

. . . . . . . . . . . . . . . . . .

Yemen Qatar 0.018 0.000 . . . 0.279

4 https://dataverse.harvard.edu/dataverse/Voeten.

https://dataverse.harvard.edu/dataverse/Voeten
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relationships for 2006–2012 are respectively: 773, 886, 1014, 1316, 1198, 1300,
1310. Table 1 shows a subset of the data for 2006.

3 Learning a Bayesian Network Model

To study the causality and dependency structure within the event categories
and Ideal Point distances, we seek a model in the form of a Bayesian Network
[4–6]. A Bayesian network provides a compact graphical representation of a joint
probability distribution over a set of random variables. By representing such a
distribution over our international relations variables, we can use standard algo-
rithms to answer queries about the conditional probability of event categories
or UN voting patterns of interest given the occurrence of other event categories.
For example, we may use such a network to examine the potential likelihood
of cooperation vs. conflict, contingent on the frequency of appeals, public state-
ments, and other actions in the recent history between two countries. Unlike a
classifier approach to the problem, the Bayesian network representation allows
us to interchangeably treat any variable as the input or output to our queries.

In addition to performing such probabilistic inference, the Bayesian network’s
graphical structure can itself provide insight into the underlying process. In par-
ticular, the directed edges in the Bayesian network reflect properties of condi-
tional independence among the variables. By studying the link structure of the
network, we can get a better understanding of the causal process that generates
the distribution being modeled [7]. Therefore, if we can construct an accurate
Bayesian network model of the distribution over event categories and Ideal Point
distances, then the resulting graph structure may reveal interesting properties
underlying the behavior selection of geopolitical actors.

Another advantage of Bayesian networks is the development of algorithms
that can automatically learn the best structure to represent a data set [2,5].
In this work, we use the algorithms contained in the bnlearn R package (www.
bnlearn.com). All of our variables are continuous, so we approximate the dis-
tributions over them as Gaussians. In terms of the specific bnlearn algorithms,
we treat all of the variables as having linear conditional Gaussian distributions,
where the mean of each child is a linear function of its parents’ values. While this
assumption is likely to be overly strong, it provides a good first approximation.
For each year’s training data, after learning the network structure model, we
fit the model to the data to obtain the standard deviations, intercepts, and the
coefficients of each node’s parents to evaluate the means. We can then measure
the probability of a different year’s test data given the learned network.

4 Accuracy of Bayesian Network Models

While a Bayesian network representation is capable of capturing the interdepen-
dence among the relative frequencies of different action categories, that capa-
bility will not be useful if we do not have data that supports the learning of
such dependencies. To quantify the ability of the learning algorithm to capture

www.bnlearn.com
www.bnlearn.com


Toward a Bayesian Network Model of Events in International Relations 315

this interdependence, we compare the performance of a Bayesian network model
against a model that assumes independence among the variables. We can view
the latter as learning a Bayesian network with no links among the variables.
We hope that the Bayesian network with a learned link structure will provide a
better explanation of our test data than one without any links.

Table 2. Accuracy of learned models.

log(mean(Pr(test | train))
Year Independence BN (Same) BN (Different)
2006 −62.09 −59.26 −61.80
2007 −64.82 −62.21 −60.85
2008 −66.00 −62.87 −60.42
2009 −63.34 −59.94 −60.20
2010 −63.55 −60.73 −60.56
2011 −62.40 −59.64 −60.26
2012 −63.09 −60.68 −60.70

To quantify how well a
given model explains our
test data, we compute a
joint probability of the
data set. For continuous-
valued variables, we inte-
grate the appropriate Prob-
ability Density Function
(PDF) over the 1 %-wide
interval in which the
observed value falls. Table 2
presents the log of the
mean probability of a given
year’s test data with respect to the models (independence in Column 2, Bayesian
network in Column 3) learned from the other years’ training data. The Bayesian
network model consistently outperforms the independence model by multiple
orders of magnitude, providing strong evidence that the dependency structure
provides critical information.

5 Analysis of Bayesian Network Models

While our Bayesian networks offer predictive value, there is still room for
improvement in their accuracy. However, the very significant improvement
gained by the networks’ dependency structure provides evidence that we can
extract insight by inspecting the networks themselves. Furthermore, such exam-
ination can also inform us as to where our network models are doing well and
where they are doing poorly.

5.1 Variations in Models over Time

Ideally, we would arrive at a time-invariant model, so that we can reuse the
same model year after year, simply by providing it with the given year’s event
data. Given this goal, one question that arises is the degree to which the Bayesian
network models are generalizable over time. To answer this question, we first took
each of the seven network and independence models from Table 2 and measured
their accuracy against the test data from other years as well. For each year of
test data, the Bayesian networks outperform the best independence model by
multiple orders of magnitude. In fact, the accuracy rank of each year’s model,
both for the Bayesian network and independence models, is consistent across
test sets, an interesting phenomenon to study in future work.
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Table 3. Common links in models over years 2006-2012.

First Event Second Event

Host a visit → Make a visit

Use conventional military force → Express intent to meet or negotiate

Use conventional military force → Fight with small arms and light weapons

Abduct hijack or take hostage ↔ Return release not specified below

Accuse ↔ Make a visit

Allow international involvement ↔ Provide military protection

Allow international involvement ↔ Provide military aid

Arrest/detain/charge w/legal action ↔ Consult

Arrest/detain/charge w/legal action ↔ Engage in negotiation

Arrest/detain/charge w/legal action ↔ Express intent to meet or negotiate

Arrest/detain/charge w/legal action ↔ Make a visit

Consult ↔ Criticize or denounce

Consult ↔ Engage in negotiation

Consult ↔ Return release

Consult ↔ Use conventional military force

Consult not specified below ↔ Use conventional military force

Cooperate economically ↔ Express intent to engage in material cooperation

Express intent to cooperate ↔ Sign formal agreement

Engage in negotiation ↔ Make a visit

Make a visit ↔ Use conventional military force

We can also investigate the generalizability of the network structures by
learning a Bayesian network for a given year’s data (e.g., 2006), and then using
the resulting structure to constrain the learning of a network for a different
year (e.g., 2007). The learning of the second network can thus modify the para-
meters on the links, but not the link structure itself. We then evaluate this
second Bayesian network on a third year’s data (e.g., 2008). Table 2’s fourth col-
umn presents the average probabilities over the test sets for each structure- and
parameter-learning pair. Even when imposing a different year’s learned struc-
ture, the resulting networks still outperform the independence model. In fact, the
networks learned when using different years for the structure- and parameter-
learning show much less variance than and sometimes outperform the original
networks. This result show more encouraging evidence of time-invariant proper-
ties of the link structure, although further investigation is necessary.

We can also directly examine the links to see which dependencies are consis-
tently present across the set of networks. Table 3 lists the 20 (out of a possible
8911) links that exist in each of the 7 networks, of which only the first 3 occur
with the same direction. The Bayesian network structure thus provides us with
potential insight into event types and interdependencies that are exhibited most
frequently in the GDELT data set. It is important to note that BN links are a
subset of dependencies, so non-BN methods cannot arrive at the same results.
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In particular, the absence of links does not represent independence, but rather
conditional independence. So the BN algorithm in a way finds the most direct
influences, or causal influences.

5.2 Variations in Models over Different Countries

Table 4. Ranking of relationships by
accuracy in 2006.

Relationship Rank Count
USA-CAN 1 8,119
USA-UKG 2 21,176
IRN-AFG 3 2,704
USA-RUS 4 20,336
RUS-BLR 5 3,482
. . . . . . . . .
CAN-FIN 763 57
CAN-CHL 764 60
ISR-FSM 765 75
BEL-SEN 766 80
CAN-CUB 767 55

We seek a model that is not just time-
invariant, but also actor-independent. In
this section, we investigate whether there
are certain actor relationships for which our
models perform better than others. Table 4
shows a partial ranking of the relationships
whose event histograms are given the high-
est and lowest probabilities by our learned
networks for 2006. Table 4’s event counts
suggests that the highest-ranked pairs per-
formed many more actions than the lowest-
ranked pairs, even though our input data
contains no information about the volume
of actions between actors due to normaliza-
tion. More precisely, the correlation between
the number of actions between two actors
and the pair’s rank in our model’s accuracy
ranges over [−0.26,−0.11] over the different years of data. In other words, our
model more accurately predicts the action breakdown between actors for which
we have more events in GDELT. This correlation is encouraging in that it sug-
gests that a significant part of the inaccuracy of our model derives from actor
relationships from which we have limited observations. In other words, we might
expect our model to perform better if we were able to get a more accurate cat-
egorization of their actions by GDELT, since the algorithms used in GDELT
determine the accuracy of the event categorization.

5.3 Ideal-Point-Distance Dependencies

The Bayesian network structure also allows us to look at the dependencies of
specific nodes of interest. For example, we can inspect the Markov blanket of
the Ideal Point distance node, i.e., its parents, children, and immediate parents
of those children. Across the 2006–2012 models, there are a total of 129 events
that have appeared in the Markov blanket of the Ideal Point distance variable.
Table 5 contains the events that have appeared in the Markov blanket of the Ideal
Point distance node at least five times. The size of the Markov blanket ranges
from 10–128 nodes over all of the years, but if we ignore the 2008 network, the
range narrows to 10–37, representing a much smaller subset than the 133 overall
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event types. There is one variable, corresponding to the event category “Make
optimistic comment”, that appears in the Markov blanket in all of the learned
networks. There is obviously some consistency across these networks in terms
of which nodes are connected to the Ideal point distance node. This consistency
suggests that there is some more general dependency between actions of these
identified categories and the UN voting patterns measured by the Ideal Point
methodology. This dependency suggests an interesting line of investigation that
can be informed by political science theories underlying that methodology.

Table 5. Markov blanket of ideal points.

Event Type Count Impact

Make optimistic comment 7 .0710

Meet at a third location 6 -.0237

Sign formal agreement 6 -.0592

Criticize or denounce 5 .0626

Fight with artillery and tanks 5 .0353

Provide aid 5 .0353

Make statement 5 .0327

Impose embargo, boycott, or sanctions 5 .0280

Use conventional military force 5 .0248

Demand 5 .0216

Employ aerial weapons 5 .0175

Reduce or break diplomatic relations 5 .0160

The Markov blanket also
provides a sufficient subnet-
work for the Ideal Point dis-
tance node, which is condition-
ally independent of all other
nodes in the network given the
variables in its Markov blan-
ket [8]. To see how effective
this subnetwork is in predict-
ing the existing Ideal point dis-
tances from GDELT events,
we learned a Bayesian network
over the aggregation of the
data from 2006 to 2011. We
then computed the conditional

probability for the Ideal Point distance for each actor pair in 2012 given the dis-
tribution of action categories and determined the probability of various intervals
around the true value. We considered different size intervals (5 %, 10 %, and
20 %), and observed that our learned model computes conditional probabilities
(6.9 %, 13.7 %, and 26.2 %) that exceed the baseline predictions from a uniform
distribution. The prediction here is obviously very noisy, but again, it is a very
encouraging sign that a purely data-driven modeling algorithm can identify an
informative dependency between only a small subset of event types (e.g., those
in the Markov blanket) and UN voting patterns.

6 Analysis of Probabilistic Dependencies

Even if there is no direct link between two nodes in the Bayesian network, there
can still be an indirect probabilistic dependency. In this section, we analyze
networks over just GDELT events, without Ideal Point distances, allowing us to
use an additional two years of data for which Ideal Point data is not available.
Thus, we still use the same 133 event types, but now over the data of 9 years,
2006–2014 from GDELT.
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For each pair of events, A and B, we query the learned Bayesian network
to compute two conditional probabilities, Pr(B > median(B)|A > median(A))
and Pr(B < median(B)|A < median(A)). The former (latter) represents the
likelihood that events of type B occur with high (low) frequency when events of
type A occur with high (low) frequency. We can thus roughly characterize the
impact of A on B by the difference between these two conditional probabilities.
In other words, the greater the difference in the probability, the greater impact
the occurrence of A events has on the likelihood of B events. We examined the
learned Bayesian networks over the 9 years and identified 626 event pairs (out of
8778 possible) that had the same direction of impact across all of them. Table 6
shows the event pairs in that set with the highest impact.

Table 6. Highest impact event pairs For GDELT.

Mean First Event Second Event

0.8425 Host a visit Make a visit

0.1943 Allow international involvement Provide military aid

0.1379 Allow international involvement Provide military protection

0.1365 Mobilize armed forces Provide military aid

0.1323 Mobilize armed forces Allow international involvement

0.1291 Provide military aid Express intent to accept mediation

7 Identifying Anomalous Events

Table 6 shows that the impact for “Make a visit ↔ Host a visit” is more than
quadruple the next highest value. While this result is rather intuitive (i.e., when
I make a visit to you, you host a visit for me), we wished to confirm the accuracy
of our intuition. To do so, we manually reviewed 58 of the news links contained
in the GDELT event records to informally verify the event. As it turned out, 51
of the 58 links that were categorized as “Make a visit” were also categorized as
“Host a visit”. Again, this would seem as expected, but further reading of the
text revealed that only 14 of the links were actually categorized correctly, while
the rest were not related to either making or hosting a visit.

Similarly, the 30 strongest negative impacts all included “Mass expulsion” as
one of the events, despite the relative infrequency of mass expulsions over the last
decade. Examining 51 of the source news articles categorized as “Mass Expul-
sion”, we noticed that only 13 were relevant. While this partial investigation is
not necessarily conclusive, it suggests an error in the parsing of these particular
event types. Fortunately, manual inspection of the news source articles showed
that such systematic errors are the exception in GDELT’s extraction. However,
the two examples found here demonstrate an ability of our methodology to
unearth such anomalies in GDELT’s extraction process.
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8 Dynamics of Event Interdependency

Having already examined the consistency of the learned networks and their struc-
ture, we can also examine the consistency of event interdependency within our
networks by analyzing changes in the impact that event types have on each other.
By treating each Bayesian network as a summarization of the data from its given
year, we can extract a time series of dependency impact values. A linear regres-
sion of the impacts over time for pairs of event types reveals interesting trends
in terms of how the impacts are changing over time. For example, Fig. 1a shows
the change (or lack thereof) in the dependency between “Sign formal agreement”
and “Express intent to cooperate”. Thus, not only is the occurrence of these two
event types interdependent across actor relationships, but the magnitude of that
interdependency has shown to be stable over the 9 years of data. In contrast,
Fig. 1b shows that the dependency between “Diminish military engagement” and
“Provide military aid” has been weakening over time.

Fig. 1. (a) Impact between “Sign formal agreement” and “Express intent to cooperate”.
(b) Impact between “Diminish military engagement” and “Provide military aid”.

9 Conclusion

In this work, we apply Bayesian network learning algorithms to available data on
behavior at the geopolitical level. The link structure generated between different
categories of actions provided a clear benefit in the explanation power of the
models. Furthermore, the learned structures reveal qualitative properties of the
relationships among action categories that can spur further investigation by
political scientists.

It is important to note that, while we have limited our exploration to pair-
wise relationships in this paper, the Bayesian network’s representation of the
underlying joint distribution allows us to measure the impact of arbitrary sub-
sets of events on other arbitrary subsets. By leveraging this representation, we
can thus greatly expand the space of possible queries that can be answered. The
generality of this underlying AI model and its algorithms should empower polit-
ical scientists to conduct analyses that are difficult through purely statistical
methods.
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Table 7. Highest impact event pairs for ICEWS.

Mean First Event Second Event

0.2530 Conduct strike or boycott Protest violently, riot

0.2444 Conduct strike or boycott Coerce

0.1634 Physically assault Employ aerial weapons

0.1625 Conduct strike or boycott Meet at a third location

The analysis of our
models’ actor-specific per-
formance showed that more
data led to better accu-
racy. Exploiting additional
data sources improves our
models’ accuracy. Use of

Bayesian network learning and inference algorithms makes it straightforward
to incorporate such additional data. In fact, we applied our method to the iData
repository of Integrated Crisis Early Warning System (ICEWS), which also uses
CAMEO codes. The interesting observation was that the list of the highest
impact pairs were totally different for ICEWS data, even though the methods
used were the same as the ones for GDELT data, see Table 7. This observation
means that we could benefit from aggregation of two data sets, in order to have
a more robust prediction of the highest impact pairs. Because each data set has
its own types of inaccuracies, the two data sets could potentially complement
each other’s shortcomings. Thus, complementary sources like ICEWS promise
to increase the accuracy of our models without any change in methodology.

There are potential limits to how accurate our purely data-driven models can
be. It can be impossible to distinguish some international relationships based
on just event counts extracted from the news. For example, Iran’s relationship
with both Argentina and Israel exhibit similar percentages of “Disapprove”,
“Accuse”, and “Reject” events, yet the two relationships would be considered
very different from a political point of view. It is likely that we may need to
introduce domain knowledge from the political science literature. Such domain
knowledge may come in the form of hidden variables or prior structures for our
Bayesian networks from which our algorithms can bootstrap.

While there remains much more work to be done, our methodology here
represents an important first step toward automatically learning computational
models of international relations. The ever-increasing volume of online data offers
a detailed source of geopolitical behavior that can move formal modeling beyond
the high-level abstractions that have been necessary in the past. With the accom-
panying advances in AI algorithms for constructing such models from data, there
is now a valuable opportunity for a new dialog between AI researchers and polit-
ical scientists.
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Abstract. In text-based online communication, the clues available to the
communicator for ascertaining the underlying intent of a message sender and
discerning whether a message is deceptive are often limited to the text.
Nonetheless, research has shown that it is possible to detect deception with
reasonable accuracy by applying certain classification methodologies to certain
observable language-action cues. This paper explores the viability of adopting
support vector machines (SVMs) to develop an automated process for deception
detection in computer-mediated communications (CMC). In particular, it
examines the prediction accuracy of SVM models with different kernel functions
on data collected from a controlled online interactive game set up on a
Google + Hangout platform. The results indicate that SVM models using the
radial basis function (RBF) kernel can classify the complex relationships with
high accuracy between language-action cues and deception.

1 Introduction

Computer-mediated communication (CMC) technologies continue to increase the
speed, geographical scope, and convenience of interpersonal communication. How-
ever, the use of CMC tools (such as chat; e-mail; social media posts) has also sig-
nificantly increased users’ exposure to deceptive online communications (e.g.,
phishing) and its attendant risks (e.g., identity theft). Despite this, CMC has become an
integral part of the communications landscape, and will likely remain a key facilitator
of our interpersonal communications for the foreseeable future. The challenge thus
becomes how to minimize the user’s exposure to these risks, so that users can continue
to enjoy the benefits of CMC while their identity, online safety and security are
protected. In this regard, one particularly critical question—how to evaluate the
truthfulness of a statement, the authenticity of someone with whom we are commu-
nicating, and the trustworthiness of the information exchanged—must be addressed.

Communication theorists and computer scientists alike have done significant
research exploring deceptive communication and deception detection both in
face-to-face (F2F) and CMC environments. While it is well established that, irre-
spective of communication environment, certain observable language-action cues can
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provide insight into deceptive intent of a writer/speaker, the literature seems to have
little that speaks to operationalizing these language-action cues into modeling an
automated process and framework for detecting deception. This paper attempts to fill
this apparent research gap by addressing the following research question: Can we
computationally classify deception in spontaneous computer-mediated communication
across a pluralistic background of users?

This study contributes uniquely to the text-based CMC literature, in that it focuses
on spontaneous, synchronous communication (i.e., text/chat). The paper is organized
according to the following structure. The next section discusses deception in general
terms, and then specifically in the context of CMC. The third section describes our
research design and methodology. The fourth section provides several illustrations of
our computational analysis and results. In particular, the leave-one-out cross-validation
is performed on our dataset. The final section examines the research implications and
limitations, and concludes by providing some insights into future work.

2 Deception? to Tell the Truth…

There two critical truths about deception that must be appreciated in order to under-
stand the fundamental nature of deceptive communication. First, humans are not good
at detecting deception [1], and second, deception is fairly common, occurring in
approximately one–quarter of all communications [2]. These two truths illustrate both
our vulnerability to deception and the importance of improving our ability to detect
deception.

By definition, deception is “…a message knowingly transmitted by a sender to
foster a false belief or conclusion by the receiver” [2, p. 205]. This definition reveals
additional features of deception. First, deception fundamentally leverages human
communication—which is an interactive process, involving both a message sender
(sender) and at least one message receiver (receiver). The interactive and interpersonal
nature of communication, which is emphasized in Buller and Burgoon’s [2] Interper-
sonal Deception Theory (IDT), provides the platform through which the deceiver
attempts to accomplish multiple objectives—including impression management,
emotion management and conversational management. In developing IDT, Buller et al.
[3] attempted to understand how the sender of a deceptive communication) strategically
shapes his/her communication by studying the perceptions and suspicions of the
receiver(s). Expanding on the IDT perspective, Miller et al. [4] described deceptive
communication as “…a general persuasive strategy that aims at influencing the beliefs,
attitudes and behaviors of others by means of deliberate message distortions” (p. 99).
A second feature of deception refers to the act of deception. Deceptive communication
is a volitional, intentional act; it does not occur by accident or mistake [5]. While the
foregoing may lead the reader to believe most, or even all, deception is planned, in fact
deception can and often does occur spontaneously—with little prior thought or plan-
ning [6]. The “on the fly” deception is no less intentional—although the intention may
be formed on the spot, rather than prior to the engagement. A spontaneous lie is not
“unplanned;” rather, the amount of time spent planning and strategizing is minimal.
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These fundamental ideas underlie the discussions in the following subsections
examining how language-action cues can reveal deceptive intent in CMC.

2.1 Computer-Mediated Deception Revealed by Language-Action Cues

Our ability to detect deception, whether in a F2F communication environment or in
CMC, depends on the availability of physical and verbal cues, which serve to alert the
receiver to be more critical of the speaker and/or the information being imparted. The
crux of the problem with deception in text-based CMC is that the availability of cues is
limited, and materially reduced in quantity and quality—relative to F2F communica-
tion. The receiver in CMC has only the sender’s text to assess whether the sender
and/or the communication itself may be trusted. Framed alternatively in terms of IDT,
the deceiver’s strategy is implemented through—and can thus potentially be exposed
by—his/her use of words. This underscores the importance of language-action cues in
differentiating deceivers from truth-tellers [7–9].

“Language-action cues” refers to the linguistic style, phrases, or patterns in an
actor’s written expression, which are manifested as an indirect or subtle signal of intent
to others [8–11]. Language-action cues include both words and syntax. Analysis of
words as cues consists in examining the extent of use of particular types of words.
Pennebaker and King [12] undertook to categorize a variety of words for their Lin-
guistic Inquiry and Word Count (LIWC) tool [12, 13], which is widely used in lin-
guistic analysis.

In addition to words, syntactical cues are available in CMC. For example, the
amount of detail provided (less or more), consistency of detail, the use of more or fewer
sensory or spatiotemporal words, and changes in the diversity and complexity of
language have all been examined as syntactical indicators of deceptive intent [13].
Results of a study by Zhou and Zhang [14] suggested that deceivers tend to be wordy in
their messages (compared to truth-tellers), but provide less relevant or meaningful
information in them. Zhou and Zhang [14, 15] also found that the vocabulary and
syntax used by deceivers tends to be more limited than that used by truth-tellers, and
that the linguistic style of a deceiver tended to be more casual. Finally, Ho et al. [8]
discussed latency (i.e., timelag), specifically measuring the length of time it took a
deceiver to respond to a question concerning the subject of his/her deception and
comparing it with the length of time it took a truth-teller to respond. All of these
language-action cues can be used to capture and benchmark both verbal (word count
and details of information disclosed) and non-verbal behaviors (latency and usage of
expression words) which can then be computed and analyzed [14].

2.2 Modeling Deception

There are a number of possible approaches to analyzing language-action cues and
“modeling” deception with them. Zhou et al. [16] examined, summarized and com-
pared the effectiveness (i.e., accuracy) of four primary modeling and analysis
approaches: discriminant analysis, logistic regression, neural networks and decision
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trees. In particular, they tested the accuracy of each of these approaches. However,
although extremely informative and useful, their work does not address how well these
methods (or others) may lend themselves to application as the basis for development of
an automated, predictive deception detection system. In other words, the question of
operationalization of language-action cues in the context of modeling deception is left
unanswered. Our study attempts to address this apparent gap, building on the line of
inquiry suggested by the research of Zhou et al. [16]. To this end, our research explores
another type of classification approach—support vector machines (SVM)—to examine
accuracy in detecting the potential for deception, with specific consideration given to its
potential for developing an automated system.

3 A Sociotechnical Research Design

To address the overarching research question specified above, our research approach
emphasizes the development of specific metrics for analyzing language-action cues and
word choice as information behaviors. Our approach also focuses on identifying and
analyzing certain communication patterns in order to distinguish between different
communication typologies. Using an interactive online game (developed in-house1

using Google + Hangout) that presents players with randomized interactive interper-
sonal scenarios in which one player must guess whether the other player is being
truthful or deceptive, we collected language-action cues from spontaneous conversation
via spontaneous, synchronous chat/text-messages. This game-based approach offers
both an opportunity and a motivation for the players to deceive (or, at least, to express
an intent to deceive) [8, 9].

Game play consists of two players, who are randomly paired by the game system.
Each pair of players is presented with interactive question-and-answer scenarios, in
which each player is randomly assigned an outer role as either a “speaker” (i.e., sender)
or a “detector” (i.e., receiver). Each player must ask or answer questions based on that
scenario in accordance with their respective roles. The speaker initiates the
scenario/chat exchange by answering (truthfully) the question on which the scenario is
based (the ground-truth question). For example, the ground truth question might be
“Have you ever been given a parking ticket?” If the speaker has received one, s/he
would answer “yes.” The detector, who also sees the question but does not see the
speaker’s answer, then asks a series of questions designed to ascertain whether or not
the speaker had received a ticket. However, there is a critical twist in the game: Along
with the outer role of “speaker”, the speaker in each scenario is randomly assigned an
inner role—either saint (truthful) or sinner (deceptive), and his/her responses to the
detector’s questions are based on that role rather than the ground truth. Thus, if the
speaker had, in fact, never received a parking ticket but was playing the particular
scenario as a “sinner” (i.e. deceiver), s/he would make every attempt to convince the
detector that s/he had indeed received one. Finally, at the end of each scenario, the
detector tries to determine whether the speaker was being deceptive or truthful based on

1 Developed in Florida State University.
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these question-and-answer exchanges. This “guess” is then compared with the ground
truth collected at the beginning of the scenario, to assess the truthful or deceptive nature
of the speaker’s responses throughout the exchange.

Each game session lasts approximately 30 min, and consists of an average of 4
distinct scenarios/exchanges (each player changes outer roles such that s/he is a
speaker at least twice and a detector at least twice). Each scenario lasts approximately
7.5 min, after which the roles of the players are automatically switched.

4 Data Collection and Analysis

Data2 collection occurred from Fall 2014 through Spring 2015. The data set used for
analysis included a total of 80 games sessions. There were 40 participants; 22 males
and 18 female, and each pair of players (20 pairs in total) played a total of 4 game
sessions. The participants’ ages ranged from 18 to approximately 68 years old. Most,
but not all, participants were students at Florida State University, and played for free
pizza and similar (non-academically-related) incentives. Players’ names were replaced
with pseudo-names in order to protect their privacy.

The data was cleaned and validated. First, spelling errors were corrected. Various
abbreviations, acronyms and chat terms were revised to be spelled out in full (e.g.,
“LOL” for “laughing out loud,” “U” for “you,” “2” where used to stand for “to,” etc.).
After this, we further ensured and validated that the corresponding instigators’ inner
role assignment (saint vs. sinner) in each session was aligned correctly, to eliminate
any systemic errors. Once the data had been cleaned, the linguistic cues from the data
were extracted using the LIWC tool [12, 13], and the text corpus was converted into
numerical representation. The final dataset consisted of 2,196 lines of chat, and 7,271
words were processed (i.e. language-action cues extracted) using the LIWC toolkit.

4.1 Support Vector Machines

To examine the efficacy (i.e., predictive accuracy) of various language-action cues in
detecting deception, we employed support vector machine (SVM) analysis (using
Matlab R2015a). SVMs identify the unique decision boundary that maximizes the
minimum distance of all training samples to the decision boundary to improve gen-
eralization performance [17]. Our primary reason for adopting SVM to analyze our data
was exploratory: it has not been widely explored or employed previously in other
deception research even though SVMs have been one of the proven approaches in
pattern recognition. Matlab provides enhanced data visualization capabilities to run
SVM packages as compared to other analytical approaches we had explored [8, 9].
Accordingly, we utilized these functions to visualize the decision boundaries on our
dataset using various combinations of two- or three-dimensional features. Unique

2 The Florida State University’s Institutional Review Board has approved human subject data
collection (Protocols #2014.13490 and #2015.15885).
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classifiers were constructed and graphs were generated, using our dataset as training
data, to depict the resulting decision boundaries.

Different combinations of language-action cues can be used as input for SVM
analysis. We initially experimented with combinations of two cues. We paired negation
(as negate) and latency (as timelag), and social (as social) and latency, as the
language-action cue pairs of interest. We analyzed each pair of cues using first a linear
kernel, which results in a linear decision-boundary, and then a RBF (radial basis
function) kernel, which results in a nonlinear decision-boundary. Our linear kernel
model yielded an accuracy of approximately 61.67 % accuracy for negate and timelag
cues, and 71.67 % accuracy for social and timelag cues. As illustrated in Figs. 1 and 2,
our training dataset using the RBF model yielded an accuracy of 100 %. In either case,
the results suggest the features should generalize well using novel test samples.

We performed leave-one-out cross-validation using the linear kernel models and
RBF kernel models, to estimate any potential over-fitting problem. The results using

(a) Training dataset (b) Leave-one-out cross-validation

Fig. 1. 2D SVM RBF kernels with negate and timelag cues. (a) Training dataset. (b) Leave-one-
out cross-validation

(a) Training dataset (b) Leave-one-out cross-validation

Fig. 2. 2D SVM RBF kernels with social and timelag cues. (a) Training dataset. (b) Leave-one-
out cross-validation
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the linear kernel model yielded a cross validation accuracy of approximately 60 % for
negate and timelag cues, and 70 % for social and timelag cues. Likewise, the results
using the RBF model yielded a cross validation accuracy of 66.67 % for negate and
timelag cues, and 85 % accuracy for social and timelag cues. Figures 1 and 2 illustrate
the results of the 2-cue RBF kernel models with training dataset as well as the
leave-one-out cross-validation.

We further examined models combining all three of these cues (timelag, social and
negate). Our initial result generated by the three-cue linear kernel model achieved an
accuracy of 70 % (Fig. 3), and the three-cue RBF kernel model yielded an accuracy of
100 % (Fig. 4). We also performed leave-one-out cross-validation on these models.
This cross validation produced a total of C(60, 20) = 4.19184 � 1015 combinations.
Figures 3 and 4 illustrate the visualizations for both three-cue linear kernel and RBF
kernel models generated by leave-one-out cross-validation. The accuracy of the dataset
remained at 70 % after the cross validation for the linear kernel model (Fig. 3), and an
accuracy of 83.33 % after the cross validation for the RBF kernel model (Fig. 4).

(a) Training dataset (b) Leave-one-out cross-validation

Fig. 3. 3D SVM linear kernels with negate, social and timelag cues. (a) Training dataset.
(b) Leave-one-out cross-validation

(a) Training dataset (b) Leave-one-out cross-validation

Fig. 4. 3D SVM RBF kernels with negate, social and timelag cues. (a) Training dataset.
(b) Leave-one-out cross-validation
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The results show that the parameters of the classifier for the three-cue model(s) can
be fine-tuned to reach an accuracy level as high as that obtained from the corresponding
two-cue models. As in the cases examining pairs of cues, the decision boundary using
three cues also separates the samples in the corresponding three classes with fairly high
accuracy. The addition of a third cue to the model did not negatively impact its accuracy.

4.2 Language-Action Cues

The models discussed above examined two or three language-action cues. The specific
language-action cues presented below were selected simply for purposes of illustration.
Other combinations of LIWC cues and features could be examined using this approach,
and would be expected to similarly reveal the relative importance of each of the
features being examined in detecting deception.

1. Negation: Toma and Hancock [18] suggested that use of words associated with
negation are indicative of truth-telling intent. Our findings, illustrated in the models
depicted in Figs. 1, 3 and 4 likewise suggest that the negation cue has predictive
value for identifying truthful and deceptive statements. Indeed, even the two-cue
linear kernel model with timelag shows better-than-average accuracy in predicting
deception, and when combined with timelag in the two-cue RBF kernel model,
these two cues perfectly predict deception in the context of an interpersonal online
deception. Likewise, negation, combined with timelag and social in the three-cue
RBF kernel model perfectly predicted deception.

2. Latency (Timelag): Unlike the other language-action cues we investigated, latency
(timelag) is not itself a LIWC language-action cue. However, as indicated by the
literature, deceivers employ nonimmediacy techniques in their communication
strategy [19]. Our findings confirm that deceivers tend to employ latency in their
deceptive communications. Latency (as timelag in our study)—particularly when
modeled with the negation cue in the two-cue RBF kernel model (Fig. 1) and with
negation and social in the three-cue RBF kernel model (Fig. 4) does appear to have
predictive value for detecting deception in CMC.

3. Social: Our results suggest that deceivers tend to use more social words than
truth-tellers. Thus, the language-action cue, social, may be a good predictor of
deception in CMC. The two-cue linear kernel models using latency (i.e., timelag)
and the social cues illustrate an accuracy of 71.67 %—which is an improvement
upon the results of latency (i.e., timelag) and the negate cues at accuracy 61.67 %.
After the cross validation, the two-cue RBF kernel model can achieve 85 %
accuracy (Fig. 2), as does the three-cue RBF kernel model with 83.33 % accuracy
(Fig. 4).

The accuracy of each of the models (� 70 %–100 %) indicates two important
things. First, it indicates that the specific cues chosen in this case were reasonably good
predictors of deceptive intent. Second, the fact that the results are an improvement upon
what most human detectors could achieve (which is often less than 50 % [1]) seems to
validate not only the utility of implementing an automated system, but also the use of
SVM with RBF kernels.
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5 Limitations

Certain limitations to our study bear at least brief discussion. Some of the limitations
involve the design and implementation of the game itself. For example, a stand-alone
online game application independent of Google + Hangout could be an important
improvement. Other limitations involve the application of SVM analysis itself. Par-
ticularly given the complexity of the RBF Kernel models, the model needs to be refined
by using data collected in subsequent game sessions, and a larger dataset.

6 Conclusions and Future Work

Our results show that the identification of key text-based language-action cues, cor-
related to deception, can be effectively used to develop models of behavior. These
models can then be used to detect and predict communicative behavioral intent in a
CMC environment. The use of SVM analysis allows for generalization of significant
cues, and hence can be used in creating an automated deception detection process or
system. Our study contributes to the literature of synchronous, spontaneous deceptive
communication. The element of spontaneity in our study creates a true “on the fly”
deception dynamics, by giving the deceiver no time to plan and prepare.

This paper presents a potential foundation for developing a machine learning
system to automate the detection of deception in a spontaneous CMC environment.
Future research will focus on mapping out additional deceptive language-action cues,
and will employ a stand-alone platform for our interactive social media games. We are
currently collecting larger datasets, and investigating other cues in different combina-
tions and cross-validating results, with the objective of identifying additional classifiers
that can separate the three classes with the greatest accuracy. Ultimately, our future
research will include the design and implementation of a “live” online polygraph
system that can be used to automatically detect deception in a CMC environment.
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Abstract. In the early 1990s, Sierra Leone entered into nearly 10 years
of civil war. The ease of accessibility to the country’s diamonds is said
to have provided the funding needed to sustain the insurgency over the
years. According to Le Billon, the spatial dispersion of a resource is a
major defining feature of a war. Using geographic information systems
to create a realistic landscape and theory to ground agent behavior, an
agent-based model is developed to explore Le Billon’s claim. Different
scenarios are explored as the diamond mines are made secure and the
mining areas are moved from rural areas to the capital. It is found that
unexpected consequences can come from minimally increasing security
when the mining sites are in rural regions, potentially displacing conflict
rather than removing it. On the other hand, minimal security may be
sufficient to prevent conflict when resources are found in the city.

Keywords: Agent-based modeling · Geographic information systems ·
Civil war · Conflict

1 Introduction

In the early 1990s, Sierra Leone, a small country on the western coast of Africa,
entered into nearly 10 years of civil war. Sparked by an abusive government and
fueled by an illicit diamond market, the decade-long war killed an estimated
70,000 and displaced another 2.6 million people [1]. It is said that the primary
driver of the war was the country’s most abundant and valued resource, dia-
monds [2]. While the resource has resulted in growth in other countries such as
Botswana, Sierra Leone has experienced some of the highest levels of poverty
in the world. Unlike the diamond mines of Botswana, however, the alluvial dia-
mond mines of Sierra Leone cover widespread areas in remote parts of the country
where mining areas cannot be easily fenced and security is minimal [3].

Le Billon [4] argued that the spatial dispersion of a resource is a major defin-
ing feature of a war, impacting the type of conflict that may emerge. An agent-
based model (ABM) was developed of the resource-driven conflict to explore

c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 335–345, 2016.
DOI: 10.1007/978-3-319-39931-7 32
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Le Billon’s [4] theory. Some of the earliest ABMs of rebellion include Axelrod’s [7]
model of new political actors and Epstein’s [8] civil violence model. More recent
ABM’s have explored in-group dynamics and ethnic salience (e.g., [9–11]). While
the ABM presented here shares similarities with prior ABMs that have explored
income, resources, and identity as drivers of conflict, it also introduces some key
differences. Utilizing geographic information systems (GIS) and socioeconomic
data of the country, a landscape and population that better represent the actual
setting being modeled is created while the behavior of agents draws from theory.
Different scenarios are run as the diamond mines are made more secure and the
mining areas are moved to the capital. It is found that unexpected consequences
can come from minimally increasing security over the diamond mines in rural
regions. For instance, while minimal increases in government control stopped
rebel activity in the south, it displaced the conflict to a district in the north,
which had not seen violence in prior runs of the model.

2 Background

Theorists have pointed to opportunity, along with motivation and group identity,
as indicators of war (e.g., [5,6]). Opportunity can come in the form of financing,
the availability of recruits, and the ability to garner these resources with relative
ease, which can be due to factors such as geography, economics, and availabil-
ity. Others have focused on the financing of war through “lootable” resources
(e.g., [6]). Le Billon [4], while agreeing that lootable resources are a factor in con-
flict, argues further that the spatial dispersion of a resource is a major defining
feature of a war, impacting the type and duration of rebellion.

According to Le Billon [4], conflict characteristics are affected by two geo-
graphic factors: (1) the location of resources as they relate to the country’s center
(proximate versus distant) and (2) the concentration of resources (point versus
diffuse). Distant resources (i.e., in remote areas) are easier for rebel forces to
capture and control, while proximate resources are easier to secure and are less
likely to be captured (e.g., coffee). Diffuse resources are widespread over large
geographic areas, making the resource more difficult to secure (e.g., alluvial dia-
monds). Point resources, however, are concentrated in small geographic areas
and typically require mechanized extraction (e.g., kimberlite diamonds) making
them easier to secure and less likely to be exploited [4]. Assuming an environ-
ment that is ripe for conflict, the geographic features of a resource can influence
the type of conflict. This relationship is illustrated in Table 1.

3 Model Development

An ABM was developed in MASON [12] to explore the role of geography in the
resource-driven war. GIS data was utilized to create the modeling landscape,
while socioeconomic data provided initial agent attributes. Due to the localized
nature of social processes, including civil violence, ABM combined with GIS is
ideal for modeling the unique environment of Sierra Leone and the long-lasting
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Table 1. The relationship between the resource dispersion and conflict type [4].

Concentration/Relation to center Diffuse Widely spread with
minimal control

Point Concentrated
in small areas

Distant Warlordism Secession

Located in remote territories

Proximate Rioting / mass rebellion State control or coup

Close to center of power

conflict it endured. For brevity, a high-level overview of the model is presented
here. The detailed model description using the Overview, Design Concepts, and
Details (ODD) protocol [13], the source code, and data to run the model can
be downloaded from https://www.openabm.org/model/4955/. The model’s ini-
tialization process is discussed in Sect. 3.1; the agents’ behavior is discussed in
Sect. 3.2; and the model’s outputs are reviewed in Sect. 3.3.

3.1 Model Initialization

The modeling world encompasses the country of Sierra Leone, an area of approx-
imately 71,740 km2. Each run of the simulation begins by reading in the spatial
dataset and building the environment using data from the Global Administra-
tive Areas database [14], the Oak Ridge National Laboratory [15], the Peace
Research Institute Oslo [16], and OpenStreetMap [17]. The agent population is
created using data from the Republic of Sierra Leone 1985 and 2004 Population
and Household Census [19] and the Oak Ridge National Laboratory [15], while
socioeconomic data, which provided information on age distribution, income
levels, and employment statistics, came from the Republic of Sierra Leone 2004
Population and Housing Census [22,23] and Statistics Sierra Leone’s Annual
Statistical Digest [18]. Due to the computational constraints of modeling the
complete population of Sierra Leone (approximately 4.9 million), the population
within each parcel is reclassified to equal one percent of the total population.
Model runs performed at varying populations yielded similar qualitative results.
Note that households are not explicitly modeled here. The idea of a household is
used only to ensure that agents can be assigned an income even if unemployed.
Table 2 summarizes the input parameters used in the model.

The model proceeds in one-month increments. While the decision to join the
rebellion may occur in a short time period (hours or even minutes), there is
a lag of weeks or even months between the time someone makes that decision
(or is forced to make that decision) and the time they are actually ready for
combat [24]. In addition, the war lasted years. From a modeling perspective, we
are interested in capturing the dynamics of the conflict over the years, not days
or hours. We also need to consider the balance between spatial and temporal
computational resources. The modeling world is the entire country of Sierra
Leone and simulates the dynamics of a war as it spreads a country.

https://www.openabm.org/model/4955/
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Table 2. Input parameters and variables.

Parameter Range Default value Reference

Agents

Initial number of agents 1–4.9 million 49,000 [15,19]

Percentage of population in the initial

opposition group

0–1 0.005 [2]

Age Grouped in age ranges 0–6, 7–17 18–64 [23]

Income level 1–3 1–3 [18]

Employment status 1–4 1–4 [22]

Vision 0–370 25 Authors estimation

Likelihood to mine if food poor 0–1 0.01 [5,6]

Likelihood to mine if total poor 0–1 0.05 [5,6]

Rebel threshold if adult and not a

miner

0–1 0.1 [5,6]

Rebel threshold if adult miner 0–1 0.01 [5,6]

Rebel threshold if minor 0–1 0.01 [5,6]

Parcels

Distance to diamond mines 0–1 0–1 [14,16]

Remoteness 0–1 0–1 [17,25]

Government control over mines 0–1 0 [26]

Maximum parcel risk 0–1 0–1 Authors estimation

3.2 Agent Behavior

The PECS (Physical conditions, Emotional state, Cognitive capabilities, and
Social status) framework is a cognitive architecture that provides a flexible
framework to model human behavior [20]. Using PECS to implement agent
behavior, Fig. 1 provides details on the specific motives (i.e., needs) and the
set of potential actions available to the agent. The Intensity Analyzer is respon-
sible for determining the action-guiding motive from the set of possible motives.
Two sub-models discussed here – the Needs Model and the Opportunity Model
– are incorporated into the Intensity Analyzer to determine agent behavior.1

The Needs Model. As illustrated in Fig. 1, agents can have three motives:
(1) the need for basic necessities such as food and shelter, (2) the need for
security of employment, housing, and financials, and (3) the need to main-
tain the home. These motives represent the two most fundamental levels from
Maslow’s [21] hierarchy of needs.2 Agents meet these needs through a house-
hold income, whether from employment in the formal market, employment in
the illicit diamond market, or employment of a “household” member. While

1 A third sub-model, the Identity Model, activates the identity of the agent based on
the outcome of the Needs and Opportunity Models. A detailed description of this
sub-model is provided in the ODD, which can be downloaded from https://www.
openabm.org/model/4955/.

2 While the Needs Model is responsible for determining the agents’ motive, and as
such, could be called the “Motives Model”, it was instead named after the humanistic
needs theory for which it draws from to highlight the application of theory.

https://www.openabm.org/model/4955/
https://www.openabm.org/model/4955/


The Geography of Conflict Diamonds: The Case of Sierra Leone 339

Set of possible motives 

(1) Need for basic necessities, 
such as food, water, and 
shelter 

(2) Need for security of 
employment, shelter, and 
resources 

Intensity 
Analyzer 

Set of possible actions 

(2) Get employment as 
Diamond Miner 

(3) Remain employed with 
Other Employers 

(1) Rebel 

(3) Need to maintain 
household (4) Stay home 

Fig. 1. Motives and actions via the Intensity Analyzer (adapted from [20]).

the Needs Model determines the action-guiding motive, the Opportunity Model
helps determine the final goal and, subsequently, the final action the agent will
take.

The Opportunity Model. Drawing from opportunity-based theories, which
have stressed such factors as the accessibility to resources, the geographic concen-
tration of rebels, and economic factors, agents in the model require opportunity
to join the illicit mining industry or to rebel. The first factor of opportunity is
the accessibility to resources. This is driven by three criteria: the presence of
diamond mines, the remoteness of the area, and the level of government con-
trol (or security) surrounding the resource [4]. The second factor is economic in
nature. We use a simple likelihood to mine variable to model this, where the
lower income brackets are the most vulnerable to joining the conflict. The final
factor is the concentration of rebels within an agent’s “vision”. The more geo-
graphically concentrated the rebels, the easier it is to overcome challenges of
collective action and to mobilize. In the model, if the first two factors of oppor-
tunity are met, then there exists the opportunity to mine in the illicit market.
If the third factor is also met, then there exists the opportunity to rebel. In the
case of those agents forced to rebel, however, economic factors are not consid-
ered, as these cases were largely children abducted and violently coerced to join
the conflict [1].

The Action Sequence. An agent can perform one of three activities at each
time step: mine, rebel, or do nothing. If an agent stays home or works in the
formal market, the agent will do nothing (agents “going to work” is not explicitly
modeled). If the agent joins the illicit diamond market, that agent will leave its
current employer and will join the diamond mining industry. If the agent’s income
level was zero, it is increased to one. An agent who becomes a rebel, on the other
hand, does not work for any employer, as the agent is either being forced to rebel
or is seeking to take control of a mining area for purposes beyond that of the
average independent miner.

Agents that are miners or rebels will move on the modeling landscape. These
agents need to be near the diamond mines, but at the same time it is assumed
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that they will want to move to a location that will minimize its potential level
of risk as much as possible. Utilizing cost surfaces developed to create the initial
landscape, an agent will move to a parcel within its vision that is closer to
the diamond mines but more remote than its current location. The agent will
continue to move until it cannot find any parcel within its vision that would be
better (i.e., closer to the mines and more remote) than its current location.

3.3 Model Output

The model exports a set of comparative statistics, including the number of agents
by a set of labor attributes and income levels. Statistics are collected at the
district-level by time step so that changes in the conflict’s dynamics can be
assessed across time and geographic location. The spatial dynamics of the conflict
as it evolves across time are observed through the interface during model runs.

4 Simulation Results

This section describes the model results. First, sensitivity testing was performed
to ensure the model was working as intended and to establish qualitative agree-
ment of model results to empirical data of the conflict. To determine initial
default parameter values, the model was calibrated by adjusting parameter set-
tings and selecting values based on observed visual results that most closely
replicated the actual conflict from a qualitative perspective. Figure 2 shows
average intensity levels of rebel activity. Because the model does not simulate
events, intensity here is a function of that proportion of the total population
that rebelled.

Fig. 2. A visual comparison of model results to actual events. a: Average model results
using default parameter values. b: Actual event intensity [26].

Next, two experiments were performed to explore Le Billon’s [4] theory.
As discussed in Sect. 2, Le Billon [4] examined four types of conflicts and the
environmental factors required for each to emerge. To explore this theory, two
experiments were performed: (1) an experiment where resources are distant
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and government control (i.e., security) is varied, and (2) an experiment where
resources are moved closer to the country’s center and government control is var-
ied (all other parameter values are set to the default values shown in Table 2).

The Impact of the Spatial Dispersion of a Resource on Conflict Type
When Resources are Distant. To explore the potential impact on a con-
flict between having distant, diffuse resources, which is associated with conflicts
of warlordism, and distant, point resources, which is associated with secession
attempts, government control is varied in increments of 0.05 and the diamond
mines, whose relation to the “center” of the country is already distant, are main-
tained at their current locations. Government control of zero represents the min-
imum securities typically found with diffuse resources while government control
of one represents the increased security over point resources.

Figure 3 illustrates the spatial dynamics of rebel intensity as government
control is increased. Results shown are the average rebel intensity during year
10 of the conflict. Figure 3a–b show that at lower levels of government con-
trol, the resulting violence was widespread with some regions experiencing very
high levels of rebel activity. In this case, the resulting spatial dynamics of the
violence was similar to the actual areas where conflict was the most intense.
Because of the geographic similarities between the real-world case of warlordism
in Sierra Leone and model results, the model output supports the theory that dis-
tant, diffuse resources are associated with conflicts of warlordism. As expected,
Fig. 3c–d show that with increasing government control, the intensity of rebels
and the geographic spread of the violence decreased. There are a few unex-
pected results, however. For instance, while minimal increases in government
control were enough at times to stop rebel activity in the south, the conflict
looked to be displaced to a district in the north. As government control was
increased systematically to simulate a resource situation going from diffuse to
point, rebellion occurred in smaller, more contained areas, often on the bound-
aries of the country. Given these spatial dynamics and the unique geographical
location and size of the conflict, a situation of secession may be feasible.

The Impact of the Spatial Dispersion of a Resource on Conflict Type
When Resources are Proximate. Freetown is the country’s capital, most
populated city, and main financial center [27]. Freetown can thus be considered
the “center” of Sierra Leone. In this second experiment, the diamond mines are
moved to Freetown and results are observed as government control is varied from
zero to one at increments of 0.05. Figure 4 shows the spatial dynamics of rebel
intensity as government control is increased. Results shown are the average rebel
intensity during year 10 of the conflict.

Environments with proximate, diffuse resources are associated with conflicts
of mass rebellion or riots near the center of power. When government control
is low, this experiment seeks to simulate this environment, as shown in Fig. 4a.
While rebel activity emerged in the model, it was largely contained to the capi-
tal and its surrounding areas. Although the resources were placed in Freetown,
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Fig. 3. Average model results in year 10 when resources are distant. a: Government
control is 0.0. b: Government control is 0.2. c: Government control is 0.4. d: Government
control is 0.6.

Fig. 4. Average model results in year 10 when resources are proximate. a: Govern-
ment control is 0.0. b: Government control is 0.25. c: Government control is 0.35.
d: Government control is 0.45.
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which is located in the district of Western Area Urban, its neighboring district
(Western Area Rural) actually experienced higher levels of rebel activity (see
Fig. 4a–b). Given the geographic location of rebel activity and the spread of the
violence in the model at low levels of government control, these results provide
support to the idea that diffuse, proximate resources are associated with rebel-
lion. From Fig. 4, we find that only minimal increases in government control are
required to rapidly drop the intensity of rebel activity, supporting the idea that
proximate resources are easier for the government to control. As government
control was maximized, an environment with proximate, point resources is mod-
eled, as shown in Fig. 4c–d. These types of resources are associated with conflicts
of state control or coups. A coup would occur in the country’s center of political
power, however, at relatively low government control levels (0.25 and above), no
rebel activity ensues in the capital. Thus, we cannot support or reject the notion
that proximate, point resources are associated with coups.

5 Conclusion

Since diamonds were discovered in Sierra Leone, the government has been unable
to control the activity and provide residents with the benefits of having the
resource [27]. Through the interplay of ABM and GIS, the model presented
explores Le Billon’s [4] theory and the impact that the unique environmental
and socioeconomic attributes of a region and its population can have on the
onset of conflict. The resulting intensity and spatial characteristics of conflict in
the model provided support to Le Billon’s [4] theory that the spatial dispersion
of a resource can lead to warlordism, secession, and mass rebellion. However, the
model did not implement the necessary detail to support Le Billon’s [4] claim
that proximate, point resources lead to a coup. Furthermore, in future work,
agent movement could be empirically calibrated to the displacement levels of the
population. Nevertheless, by applying simple behavior we were able to explore
theory and test “what if” scenarios. When an environment is ripe for conflict, this
type of model could potentially provide insight into the locations most prone to
conflict and the characteristics of a conflict. Different conflict types may require
unique intervention strategies [28], an important consideration for policy.
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Abstract. ISIS’ ability to build and maintain a large online commu-
nity that disseminates propaganda and garners support continues to
give their message global reach. Although these communities contain
trained media cadre, recent literature suggests that large numbers of
“unaffiliated sympathizers” who simply retweet or repost propaganda
explain ISIS’ unprecedented online success [1,2]. Tailored methodologies
to detect and study these online threat-group-supporting communities
(OTGSC) could help provide the understanding needed to craft effective
counter-narratives however continued development of these methods will
require collaboration between data scientists and regional experts. We
illustrate the potential of this partnership using two ongoing projects
at the Center for Computational Analysis of Social and Organizational
Systems (CASOS) at Carnegie Mellon University. First we present the
CASOS Jihadist Twitter Community (CJTC), an online community of
over 15,000 Twitter users that support one or more of the Islamic extrem-
ist groups engaged in the ongoing conflicts in Northern Iraq and Syria.
We briefly discuss the methods used to detect and monitor these com-
munities and highlight forms of information that can be extracted from
them. We then present an active social botnet that attempts to elevate
the social influence of users supportive to Jabhat al-Nusra’s agenda. In
each case we highlight the ability of these methods to incorporate regional
expertise for better performance and recommend future research.

Keywords: Threat network detection · Community detection · Social
media intelligence · Online social networks · Social bots · ISIS · Radi-
calization

1 Introduction

Extremist groups’ powerful use of online social networks (OSNs) to dissem-
inate propaganda and garner support has motivated intervention strategies
from industry as well as governments however early efforts to provide effective
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counter-narratives have not produced the results desired. Mr. Michael Lump-
kin, the director of the United States Department of State’s Center for Global
Engagement, is charged with leading efforts to “coordinate, integrate, and syn-
chronize government-wide communications activities directed at foreign audi-
ences in order to counter the messaging and diminish the influence of interna-
tional terrorist organizations” [3]. In a recent interview, Mr. Lumpkin expressed
the need for a new approach:

So we need to, candidly, stop tweeting at terrorists. I think we need to focus on
exposing the true nature of what Daesh is.

Mr. Michael Lumpkin, NPR Interview March 3, 2016

A logical follow-up question to Mr. Lumkin’s statement would be “Expose to
whom?” Recent literature suggests that “unaffiliated sympathizers” who simply
retweet or repost propaganda represent a paradigmatic shift that partly explains
the unprecedented success of ISIS [1,2] and could be the audience organizations
like the Global Engagement Center need to focus on. Gaining understanding
of this large population of unaffiliated sympathizers and the narratives most
effective in influencing them motivates methods to detect and extract informa-
tion from large online threat-group-supporting communities (OTGSC). However,
detecting, monitoring, and data-mining targeted OTGSs requires novel meth-
ods, and development must include both data science and regional expertise.
We define data science as a set of fundamental principles that support and guide
the principled extraction of information and knowledge from data, and in this
paper we present the CASOS Jihadist Twitter Community (CJTC), a online
community of over 15,000 Twitter users who support one or more of the radical
groups engaged in the ongoing conflicts in Northern Iraq and Syria. We describe
how large OTGSCs can offer unique insights into the unaffiliated supporters who
appear critical to ISIS’ success. We then provide an example of one method used
to excite and grow these OGTSCs in the form of an active social botnet. The
botnet attempts to elevate the social influence of users supportive to Jabhat al-
Nusra’s agenda, while encouraging following ties amongst botnet followers. Our
goal is to present two novel examples of social computing applied to countert-
errorism, and motivate the continued interdisciplinary collaboration required to
gain understanding of large online communities and effectively counter extremist
propaganda.

2 The CASOS Jihadist Twitter Community (CJTC)

On November 13, 2015 much of the world watched as terrorist launched a series
of coordinated attacks in Paris killing 130 people. In near real-time social media
erupted with support for the victims of these attacks, but some online commu-
nities viewed the attacks as cause for celebration. In fact, passive supporting but
unaffiliated social media users have become an essential element of groups like
ISIS and Jabhat al-Nusra’s recruiting strategy, possibly aid the motivation and
resourcing for attacks like those seen in Paris [1]. Large online social networks
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like Twitter offer a means to generate large online communities, and many of the
members appear to be “unaffiliated supporters.” In fact, Twitter has suspended
over 125,000 ISIS-supporting accounts from August to December of 2015 [4].
As ISIS recruiters identify community members who show increasing levels of
radicalization, small teams of social media cadre have been observed lavishing
attention on these recruitment targets and subsequently move the conversa-
tion to more secure online platforms [2]. Less secure but large open platforms
like Twitter enable extremist groups propaganda to gain broad reach. Deny-
ing this key terrain requires novel methods designed specifically to identify and
analyze threat-group-supporting communities embedded in OSNs. Information
like key users, powerful narratives, and advanced dissemination methods can
all be extracted from OTGSCs to inform messaging and intervention strategies.
Benigni et al. present Iterative Vertex Clustering and Classification [5], a novel
method to detect large, ideologically organized online communities, using both
agent level attributes and network structure. We briefly present the methodol-
ogy, introduce the CJTC, provide illustrative analysis of the network, and share
ongoing research goals in this section.

2.1 Background: From Community Detection
to Threat Network Detection

The application of network science to counter-terrorism has a long history [6,7];
however, the rise of social media and online social networks (OSNs) has moti-
vated methods to apply network science theory to networks at much larger scale.
Community detection attempts to identify groups of vertices more densely con-
nected to one another than to other vertices in a network, but networks extracted
from OSNs present unique challenges due to their size and high clustering coef-
ficients. Furthermore, an individual’s social network also often reflects his or her
membership to many different social groups. Thus in many instances algorithms
that use only network structure do not provide the precision needed to identify
OTGSCs [5]. A sub-class of community detection methods has emerged that
attempts to leverage node attributes and network structure called community
detection in annotated networks. These methods have been shown to perform
well with OSNs because of their ability to account for a great variety of vertex
features like user account attributes while still capitalizing on the information
provided by the structure of the graph; they also perform well at scale [8,9]. How-
ever, we find that effective OTGSC detection requires information from users’
following, mention, and hashtag behaviors as well. Benigni et al. present IVCC,
an community detection method designed to extract OTGSCs by modeling users
within a heterogeneous graph structure with annotated nodes [5] (Fig. 1).

2.2 Iterative Vertex Clustering and Classification

Iterative Vertex Clustering and Classification (IVCC) is conducted two phases,
and often iteratively. In Phase I, unsupervised clustering methods like New-
man and Louvain grouping are used to both identify positive cases labels and
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Fig. 1. IVCC is an online threat-group-Supporting community (OTGSC) detection
methodology conducted in two phases. In Phase I either community optimization or
vertex clustering algorithms are used to identify positive and negative case examples
to facilitate supervised detection in Phase II.

remove noise. This pre-clustering facilitates supervised classification of OTGSC
members in Phase II. At the core of the methodology is the use of both user
level features and rich multiplex network structures offered by OSNs. First the
authors construct Uu×a consisting of a numeric user attributes where u is the
total number of users or nodes in the network. Examples of such attributes are
follower count, number of posts, or creation date. Node attributes could also
be developed from other sources of intelligence. Spectral methods are used to
dimensionally reduce network data like following, mention, or hashtag behav-
iors. By constructing symmetric graphs of users’ following F and mention M
relationships, and a weighted bipartite graph H of hash tags in a user’s time-
line, lead eigenvectors can then be extracted from each graph and concatenated
with U to form a feature space for classification. Although IVCC is presented
using Twitter data [5], similar methods could be used more generally with large
heterogeneous networks.

Benigni et al. collected a two-hop snowball sample of five popular ISIS pro-
pagandists presented in [10], resulting in approximately 120,000 Twitter users.
With two iterations of IVCC, they removed accounts with high following counts
(i.e. politicians, news media members, celebrities, etc.), and extracted a network
of nearly 23,000 ISIS supporters. The results of this initial work form the seed
accounts for the CJTC.

2.3 Threat Network Analysis: The CJTC

CASOS is currently extending IVCC to dynamically monitor threat-group-
supporting online communities. By using historical results and active learning,
we update the CJTC based on the recent community activity. Currently the
community contains just over 15,000 supporters, where we define a supporter as
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a Twitter user who positively affirms the leadership, ideology, fighters, or call
to Jihad of any of the known Jihadist groups engaged in ongoing operations in
Northern Iraq and Syria. The majority of tweeters voice support for ISIS or Jab-
hat al-Nusra though other groups are present. The size of this community offers
insights not easily gleaned from randomly sampled Twitter data or manually
developed datasets as will be highlighted in the remainder of this section.

Fig. 2. The left panel depicts the volume of hashtags used within the CJTC from AUG-
NOV 2015. The right panel highlights the hashtags most explanatory of the increased
activiy on November 14, 2015.

Though many demographical analyses could be useful, for conciseness we
will use temporal network activity patterns to illustrate information extraction
from OTGSCs. The Twitter REST API limits collection to a tweeter’s last 3,200
posts which forces us to normalize daily volume. Some tweeters have more than
3,200 posts in the past 6 months, and quite a few of our tweeters have not
posted in over 90 days. Identification of dormant users could provide insight into
the radicalization process, but will not be analyzed or discussed in this work.
We estimate the CJTC’s daily volume by normalizing based on the number of
tweeters in our dataset who have a collected tweet before and after any given
day which often highlights current events that stimulate this community. A sim-
ple news search of events on days of increased activity often reveals operational
events in Syria, Northern Iraq, or large scale terror attacks. Similar analysis
of hash tag trends often provides richer insight. Figure 2 highlights temporal
analysis of CJTC hash tag use. The left panel of depicts hash tag frequencies
over time, while the right panel depicts trending hashtags on 13–14 November,
2015. Size in the word cloud connotes frequency, and color denotes how anom-
alous a particular tag’s frequency was when compared to a 6 months average.
The community’s reaction to the 13 November, 2015 Paris attacks is illustrated
with both increased volume and trending hashtags. Increased hash tag volume
depicted in the left panel of Fig 2, coupled with the corresponding hash tag
trends in the right panel give startling insight into the unique nature of this
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online community. Ongoing operations in Syria provide another example. The
hash tag , translated Zabadani, increases tenfold in terms of daily
frequency on 15 August and 18 September, 2015. Both dates refer the break-
down of ceasefire agreements in the region [11]. With proper subject matter and
language expertise, similar analysis can identify changes in popularity of leaders,
organizations, or narratives over time.

2.4 Moving Forward

As a supervised learning methodology, IVCC lends itself to leveraging regional
expertise by learning patterns based on examples. Active-learning refers to
supervised algorithms that iteratively select examples to be labelled by experts,
and have been found substantially increase performance with far fewer labelled
instances. Such methods could enable regional expertise to be incorporated into
the classifier at minimal cost. Furthermore, a user-oriented, server-based inter-
face could enable the regional expert to contribute to the set of annotated
instances while conducting his or her own exploratory data analysis. As the
set of annotated examples or “training set” grows new, more nuanced classifiers
could be trained. Due to the size and diversity of these online communities,
exploration and interpretation of results is likely a research area unto itself.
One could identify the news sources or propagandists most influential within
these communities, and develop more-informed counter-narratives and strategic
communications strategies. The challenge in developing tools and methods to
facilitate OTGSC analysis lies in the novelty of the analytical task. Regional
experts cannot yet articulate exactly what they want methods to provide, and
researchers are challenged to understand what information extractions are most
useful to senior leader information requirements. Establishing online tools that
provide illustrative analyses and capture feedback while end users to explore
large communities would likely accelerate research efforts aimed at countering
groups like ISIS.

3 The FiribiNome Social Botnet: Sophisticated
Promotion of Propaganda to Excite a Community

While analyzing the CJTC, as well as a similar dataset focused on online dialogue
focused on the Russian occupation of Crimea, we observe accounts that tweet
with high daily volume, but each tweet or retweet simply contains a string of
@mentions. In this section we analyze a network of social bots used to promote
specific online activists or propagandists.

Social bots, software automated social media accounts, have become increas-
ingly common in OSNs. Though some provide useful services, like news aggre-
gating bots, others can be used to shape online discourse [12]. ISIS’ use of bots
has been well documented [13], and their competitors are following suit. Social
botnets are teams of software controlled online social network accounts designed
to mimic human users and manipulate discussion by increasing the likelihood of
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a supported account’s content going viral. The use of bots to influence political
opinion has been observed in both domestically [14] and abroad [15], the use of
social bots has been documented in the MENA region [12], and ISIS use of them
motivated a DARPA challenge to develop detection methods [16]. In isolation,
these accounts appear to be producing spam and relatively harmless, however
they are examples of a sophisticated strategy to promote specific accounts while
remaining undetected by Twitter.

Fig. 3. Depicts mention behaviors and their effects within the FiribiNome Social Bot-
net. The left panel depicts two scaled time series. The red circles and smoothed trend
line depict the number of daily mentions by botnet members. The blue circles and
corresponding trend line depict botnet followers’ mentions of benefactor accounts. The
association between the two series implies the botnet was able to generate discussion
about benefactor accounts among its followers. The right panel depicts the mention net-
work of the FiribiNome social botnet. The vertices are user accounts. The plot depicts
how botnet members, red vertices, are used to increase the social influence of benefac-
tors, black vertices, by promoting them to botnet followers, blue vertices. Vertices are
scaled by follower count (Color figure online).

3.1 CJTC Botnet Analysis

Figure 3 depicts the mention activity associated with the a Jabhat al-Nusra
supporting social botnet designed to increase the social influence of a specific
set of accounts and encourage following connections between Jabhat al-Nusra
supporting tweeters. The botnet consists of two types of accounts. Botnet mem-
bers, are depicted by red vertices in the right panel of Fig. 3, and consist of 74
accounts exhibiting near identical behavior. Each account follows between 116
and 134 accounts, most of which are botnet members. Their following counts
vary from 142 to 322 accounts of which many appear to be real tweeters. They
come online for 38–58 days, tweet between 71 to 170 times, then go dormant.
This behavior can clearly be seen by the red trend line in Fig. 3. Their tweets
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consist of original posts or retweets containing strings of @mentions of other
botnet members, but occasionally mention or retweet content from what we call
benefactor accounts (depicted by black vertices in the right panel of Fig. 3).
The botnet account FiribiNome20 illustrates this behavior. In isolation, these
accounts appear to be producing spam and relatively harmless, however our
analysis indicates the network of botnet members increases the social influence
of benefactor accounts. The blue series in the left panel of Fig. 3 and correspond-
ing blue vertices in the right panel depict the mention activity of the 843 active
botnet followers as of February 2016. The left panel depicts follower accounts’
mentions of benefactor accounts and the temporal relationship betwen the activ-
ity associated with each account type implying the botnet effectively promotes
discussion of benefactor accounts. How much discussion is generated remains
an open question. Due to the large number of extremist accounts suspended by
Twitter, the number of botnet followers active in the summer of 2014 was likely
much larger. This mention behavior exhibited by botnet members could also
trigger Twitter’s recommendation system to recommend following ties between
botnet followers,or encourage botnet followers to follow benefactors.

Examples of benefactor accounts are depicted in Table 1; each representing a
slightly different style and type of messaging commonly observed in the CJTC.
Dr. Hani al-Sibai is a London-based radical Islamic Scholar cited by Ansar al-
Sharia as one of five influential motivators of Tunisian terrorists [17]. @ba8yaa or
“Daesh are the Enemy” attempts to discredit ISIS through satire and counter-
propaganda and could prove informative in development of counter-narratives.
There are also many accounts that present the appearance of reporting near-
real-time news like @Ghshmarjhy, while other accounts promote third party
applications like @Almokhtsar and @FiribiNome12. We have found some of these
applications request permission to tweet or follow users on the tweeter’s behalf.
These highly followed and highly mentioned accounts each could offer insight
into the sophisticated methods used to leverage social media.

3.2 Moving Forward

It is possible that botnet structures with similar mention behavior could be
developed in a more sophisticated manner. Larger networks with more human-
like behavior would be much more challenging to detect. The FiribiNome botnet

Table 1. Depicts four account promoted by the FiribiNome social botnet. Each account
represents a slightly different style and type of messaging.

Account Follower Count Messaging Type

@Hanisibu 104K Islamic Scholar

@ba8yaa 1,272 anti-ISIS satire/propaganda

@Ghshmarjhy 6,644 Syrian revolution updates

@Almokhtsar 164K app: MENA news feed

https://twitter.com/FiribiNome20
https://twitter.com/Almokhtsar
https://twitter.com/FiribiNome12
https://twitter.com/hanisibu
https://twitter.com/ba8yaa
https://twitter.com/ghshmarjhy
https://twitter.com/almokhtsar
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could simply represent a proof of concept explaining its lack of activity since
2014. Although simple heuristics like average mentions per tweet enabled us to
detect the botnet, more advanced detection strategies are needed to determine
if more sophisticated botnets are influencing the CJTC. Methods of operational-
izing this type of intelligence are worth exploring as well. It is possible that
similar mention behaviors could be used to target specific online communities
with counter-narratives. Again, the need for an interdisciplinary collaboration
between the data scientist, regional expert, and decision maker is needed to
identify opportunities for useful intelligence extraction.

4 Conclusion

We have highlighted the potential of extracting intelligence from large online
threat-group-supporting communities (OTGSCs) and presented illustrative
examples with a goal of motivating continued interdisciplinary collaboration.
We have also presented the CJTC dataset as an example of an OTGSC to
emphasize how detecting and monitoring OTGSCs can be an important tool
in understanding the passive support structure essential to the distribution of
extremist propaganda. Furthermore, these methods could facilitate identification
of sophisticated dissemination techniques used in these communities and inform
our own information operations. Our goal is to refine these methods and grow a
consortium of data scientists, regional experts, and strategic decision makers by
hosting, curating, and reporting on datasets like the CJTC.
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Abstract. Since its origin nearly forty centuries agomaritime piracy continues to
threaten global trade, impacting thousands of merchant vessels each year.
Increased security on board merchant ships as well as more costly military
countermeasures have been deployed with great success around the Horn of
Africa, yet the number of incidents occurring within the Gulf of Guinea have
recently drastically increased. This paper will present an agent-based model
(ABM) simulating merchant vessels sailing within an environment in which a
number of pirates and Naval warships are present. Results demonstrate how
ABMs can be used to explore the impact of various piracy countermeasures and
discover potentially counter-intuitive consequences of different macro-level
policies and micro-level decisions. Ultimately this work serves as a proof of
concept for using ABMs to assess the efficacy of strategies for combatting mar-
itime piracy and lays the foundation for future models to inform policy and tactics.

Keywords: Piracy countermeasures � Agent-based model � Maritime security

1 Introduction

The last two decades have seen a large upsurge in maritime piracy, threatening the
global shipping economy and impacting thousands of vessels each year [3, 9, 10]. One
estimate contends that piracy costs the international economy between $7 and
$12 billion per annum when accounting for the cost of ransoms, insurance premiums,
re-routing, security equipment, Naval forces, prosecutions, policy organizations and
regional economy impacts [3]. Although costly to implement, various countermeasures,
such as increased security on board merchant ships and military involvement, have
been deployed with great success around East Africa, decreasing the number of
Somalia-based piracy and armed robbery incidents from 78 in 2007 to 20 in 2013, with
no reports of merchant ships being hijacked in the Somalia-based High Risk Area [9].
Unfortunately, however, this decrease in piracy on the East coast of Africa has been
paralleled with an increase in piracy related incidents on the West coast, in particular
within the Gulf of Guinea [7]. The question remains as to which countermeasures were
the most effective in reducing piracy around East Africa?

© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 356–365, 2016.
DOI: 10.1007/978-3-319-39931-7_34



An abundance of work has been conducted building models to optimize ship
routing and develop piracy risk maps [1, 4, 5, 12]. This research has generally taken the
approach that avoiding certain high threat locations is the best way for vessels to stay
safe from pirates. Only a handful of researchers have applied bottom-up, agent-based
modeling (ABM) methodologies, however, which allow for other countermeasures and
what-if analyses to be explored. Experimentation with micro-level behaviors informs
understanding of the processes which impact outcomes and has the possibility of
uncovering emergent phenomena [2]. For example, Tsilis [15] developed an ABM to
assess which factors were most important for ensuring merchants can safely sail
through the Gulf of Aden when they have access to an escort warship. By simulating
300,000 missions he was able to identify the critical values for vessel speeds, positions
relative to warships and pirate identification distances which countered the threat of
attack by pirates.

Vaněk et al. [16] developed an ABM to explore whether employing a transit
corridor system within the Indian Ocean, as was done in the Gulf of Aden, would
effectively counter piracy attempts. After calibrating their model with real world data,
they concluded that while effective within the Gulf of Aden, the same strategy would
not be helpful within the vast expanse of the Indian Ocean. The authors also considered
alertness level of merchant vessels and calibrated this parameter to fit the real world
data. While the authors acknowledged that increased security and alertness levels is one
possible countermeasure, they did not present any findings as to how increasing or
decreasing alertness might impact piracy rates. Success of an attack in their model was
a function of a merchant’s speed and alertness state (which was binary) and influenced
by alertness level, which was operationalized as the frequency a merchant checked
whether a pirate was within its vicinity.

This paper presents an ABM which was developed to explore the implications of
different countermeasures for combatting piracy, assessed by the number or merchants
hijacked, pirates arrested and additional fuel consumed. In the remainder of the paper,
the ABM and experimental design will be introduced (Sect. 2), after which the results
will be presented (Sect. 3), findings discussed (Sect. 4) and finally concluded (Sect. 5).

2 Method

2.1 Model Design and Agent Behaviors

Netlogo 5.2.1 [17] was used to develop an agent-based model to simulate merchant
vessels sailing from a stylized west coast to various port destinations on the east coast
amidst the threat of piracy. See Fig. 1 for a visual depiction of the model’s Graphical
User Interface. This simplified, abstracted representation was utilized in order to aid in
understanding the relationships and interdependencies among the various agents [6].
Specifically, the model includes three different agent types: Merchant vessels, Pirate
vessels and Naval warships. Merchant vessels have the goal of sailing to their desti-
nation port via the most direct path while also avoiding pirates. Pirate vessels have the
goal of attacking and hijacking merchant ships while also evading Navy ships. Lastly,
Naval warships have the goal of finding and arresting pirates.
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Merchant vessels are randomly assigned destination ports and departure times for
when to begin their journey and will sail the shortest path to their destination unless they
observe a pirate nearby. When or if a merchant first observes a pirate is dependent on
their alertness setting, which assigns the maximum radius distance at which merchants
detect pirates and subsequently modify their route to evade the pirate. This alertness
value varies by each merchant vessel and represents security measures employed
onboard each ship. This is based upon data suggesting that the target of piracy attacks
have increased in range of vessel type, from cargo ships, tankers, sailing yachts to
tugboats, each of which employ variable levels of security measures onboard [13].

Pirate vessels are randomly distributed throughout the environment and identify
potential targets based upon proximity, such that the closest merchant ship is targeted.
Once targeted, pirates begin pursuit of merchants. If a pirate vessel gets close enough to
a merchant vessel, pirates will board and hijack the merchant vessel after 4 times steps,
unless the Navy shows up to prevent the hijacking. If pirates observe a Naval warship
within 5 cells of them during their hijack attempt, the pirates will immediately re-board
their ship and begin evading the Navy. After a successful hijack though, the merchant
ship disappears and a subset of the pirates re-board their pirate vessel and are available
to attack more merchants. Merchant vessels that are boarded or hijacked by pirates are
incapacitated for the rest of that particular simulation run.

Naval warships are initialized at various locations within the environment at the
beginning of each simulation, depending on the user-defined selection. Once the sim-
ulation begins Naval warships wait until they either see a pirate within their alertness
radius of 4 cells, or until a merchant vessel calls them for help. If a Naval warship gets
within one cell of a pirate the pirate is subdued and the warship is immediately available

Fig. 1. Model parameters and visualization depicting Merchant Vessels, Pirates and Navy ships.
World size is 32 X 30 cells. Brown and white ships signify merchant ships; black and red ships
signify pirates; and red shields signify Naval warships. Green flags represent destination ports.
Red X’s denote pirates who were arrested. Black X’s denote merchants who were hijacked.
(Color figure online)

358 C. Sibley



to target more pirates or assist merchant vessels, as it is assumed the warship deploys a
different team to oversee the arrest. Lastly, Naval warships sail on average faster than
pirate vessels, which sail on average faster than merchant vessels. The fast speeds of
pirates is intended to mimic the fact that most pirate attack groups deploy smaller fast
attack crafts, equipped with sophisticated weaponry, when in direct pursuit of targeted
merchant ships [13]. Cruising and evasion speeds settings for this experiment are
summarized in Table 1, in addition to alertness levels for each agent type.

Verification of the model was conducted to ensure that all agents were behaving as
intended. This was performed through a combination of print lines and systematic
manipulation and inspection of individual agent behaviors and trait values at each time
step. Additionally, use of extreme parameter value settings were employed, such as
vessel speeds and counts in order to verify outcomes were as expected, given the
intention of the code [14].

2.2 Model Parameters

In order to investigate the impact of varying levels of merchant alertness, a parameter
called the Merchant Alertness Factor was created which multiplies the alertness level
radius by the designated factor, which varies from 0–2 at increments of 0.5. For
example, a Merchant Alertness Factor of 2 would double the distance at which all
merchant vessels first detect pirates. A setting of 0 would eliminate any ability to detect
pirates in nearby waters.

The number of pirate vessels and Naval warships deployed were also parametrized
in order to investigate the impact of varying ratios of Pirate: Navy presence. Fur-
thermore, initial starting location of Naval warships was manipulated to assess whether
particular starting locations resulted in higher numbers of pirate arrests and lower
numbers of merchant hijackings. Initial pirate locations were either randomly dis-
tributed; initialized near east and west coast ports; initialized randomly along the
horizontal world midline; or initialized randomly along the vertical world midline.

Table 1. Merchant, Pirate and Naval Warship speeds and alertness levels

Crusing Speed Evasion Speed Alertness Level

Merchant Vessels
Normally distributed among 

agents with a mean of 0.5 and 
standard deviation of 0.1

Cruising Speed * 1.3 
Randomly distributed 

among agents between 1 - 5 
patches

Pirate Vessels
Normally distributed among 

agents with a mean of 0.6 and 
standard deviation of 0.1

Cruising Speed * 1.3
All agents can see Naval 
Warships up to 5 patches 

away

Naval Warships
Normally distributed among 

agents with a mean of 0.8 and 
standard deviation of 0.1

Same as Crusing 
Speed

All agents can see pirates 
within 4 patches or are 

called by merchant vessels 
for help
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Additionally, to investigate whether it is safer for merchants to travel more closely
together the number of destination ports was parameterized. Fewer destination ports
generally forced more clustered, group movement, while higher numbers of ports
forced more distributed movement patterns.

Lastly, the evasive tactics, which merchants engage in once a pirate is detected, are
driven by a parameter which sets the path heading. This parameter allows exploration
of the impact of different evasive maneuvers. For this experiment, headings were set to
180 and 90° away from pirates, but random paths or alternative tactics could also be
implemented and explored in future experiments, as outlined in the Discussion section.
Pirate vessels always take the shortest, most direct path available sailing towards the
merchants and directly away from Naval warships.

2.3 Design of Experiment

In this specific experiment, six parameter settings were varied such that a 5 X 6 X 5 X 2
X 2 X 4 full factorial design was conducted, as presented in Table 2, with each
combination repeated 20 times. This resulted in a total of 48,000 simulation runs. The
number of merchant vessels was held constant at 400, in addition to the mean speed
settings for each vessel type (Merchants, Pirates and Navy warships). In order to assess
the efficacy of various countermeasures, two primary outcome measures were gathered
at the end of each simulation run: Percentage of Merchants Hijacked and Percentage of
Pirates Arrested. Additionally, data was collected on the distance that merchant ships
sailed, given different parameter settings.

3 Results

Analysis revealed that the two primary outcome variables of interest, Percentage of
Merchants Hijacked and Percentage of Pirates Arrested were strongly correlated, r
(47998) = −.67, p < .001. As such, a six-way multivariate analysis of variance

Table 2. Parameters manipulated and their associated settings. Each combination was run 20
times, for a total of 48,000 runs.

Parameters Manipulated Setting Values

Merchant Alertness Factor 0, 0.5, 1, 1.5, 2

Number Navy Ships 0, 1, 3, 5, 7, 9

Number of Pirates 1, 3, 5, 7, 9

Merchant Evasion Heading 90, 180

Number of Ports 1, 5

Navy Starting Location
Near Ports, Middle-Vertical, Middle-

Horizontal, Randomly Distributed
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(MANOVA) was conducted to assess the effect of each parameter on these outcome
measures. Furthermore, in accordance with Kleijnen [11], who asserts that higher order
effects are hard to interpret and often negligible in magnitude, only the second-order
interactions with significant effect sizes are reported.

Results revealed a statistically significant and large main effect for both the Number
of Naval Warships deployed, Pillai’s Trace = 1.02, F(10, 95706) = 9967.8, p < .001,
η2 = 0.40, and the Number of Pirates present, Pillai’s Trace = 0.64, F(8,
95706) = 5588.5, p < .001, η2 = 0.23, on the outcome measures. A statistically sig-
nificant and small main effect was found for both Evasion Heading, Pillai’s Trace =
0.11, F(2, 47852) = 2941.5, p < .001, η2 = 0.01, and for Merchant Alertness, Pillai’s
Trace = 0.34, F(8, 95706) = 2470.3, p < .001, η2 = 0.01, on the outcome measures.
Lastly, a statistically significant but negligible effect size was found for the Number of
Ports, Pillai’s Trace = 0.01, F(2, 47852) = 272.1, p < .001, η2 = 0.001, in addition to
Navy Starting Location, Pillai’s Trace = 0.005, F(6, 95706) = 42.3, p < .001,
η2 = 0.0006, on the outcome measures.

In addition, results showed a statistically significant and medium interaction effect
size for the Number of Pirates and Naval Warships present, Pillai’s Trace = 0.61, F(40,
95706) = 1061.6, p < .001, η2 = 0.11, on the outcome measures. Figure 2 demon-
strates part of this effect, shown by the percentage of Merchants Hijacked precipitously
dropping but then experiencing diminishing returns as the Naval presence increases.

A statistically significant and medium interaction effect was also found between the
Merchant Alertness Factor and the Number of Naval Warships present, Pillai’s
Trace = 0.53, F(40, 95706) = 870.1, p < .001, η2 = 0.07, on the outcome measures.
Figure 3 demonstrates part of this finding via the reversing effect of Merchant Alertness
on the Number of Merchants Hijacked once three or more Naval Warships are present.
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Fig. 2. The effect of varying numbers of pirate ships and naval warships on the percentage of
merchants hijacked. (Color figure online)
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A final statistically significant and small interaction effect was found between the
Evasion Heading and the Number of Naval Warships present, Pillai’s Trace = 0.11, F
(10, 95706) = 580.2, p < .001, η2 = 0.02, on the outcome measures. This effect is
primarily driven by significantly more merchants being hijacked at low levels of Naval
Warship presence when the Heading was set to 90°, but differences essentially dis-
appear when more than 5 Naval Warships were present.

Additional exploratory analysis of the distance merchants traveled in different
scenarios also revealed implications of varied evasion tactics, in that evading at 180°
greatly increased the distance merchants sailed; with larger effects (i.e. more distance
sailed compared to evading at 90) at higher levels of pirate presence. However, this
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Fig. 3. The effect of varying levels of merchant alertness and naval warship presence on the
percentage of merchants who were hijacked. (Color figure online)
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effect was also accompanied by upwards of a 7 % reduction in hijackings at high levels
of pirate presence. In addition, Fig. 4 demonstrates how high Merchant Alertness levels
had a large impact on the additional distance sailed by Merchant vessels when the
Naval Warship presence was low.

4 Discussion

4.1 Review of Results

As observed in Fig. 3, output from this ABM revealed a counter-intuitive effect
whereby higher levels of merchant alertness actually lead to more hijackings when
there are only one, or zero, Naval Warships present in the environment; only when
three or more Naval warships are deployed do higher level of alertness actually lower
the percentage of merchants hijacked. Observation of the merchant’s behavior suggests
this effect is partially attributable to high alertness levels causing merchants to begin
evading too soon and results in numerous merchants clustering in confined spaces near
the environment’s perimeters. This enables pirates to converge from different directions
and pick merchants off one by one, appearing as though the pirates had coordinated
their behavior despite having no communication. Additionally, as pirate vessels are
faster on average than merchant vessels, it typically is futile for a merchant to attempt
to outrun a pirate unless they haven’t yet been seen by the pirate (which is unknown to
the merchant), or they can avoid being attacked until a Naval warship can intervene.
For this reason, merchant alertness and early evasive maneuvers only become bene-
ficial once Naval presence increases to at least 1:3 Naval warships to Pirate vessels. Of
course, these findings only apply to the assumptions of this model; in order to inform
actual decisions the model would need to be extended to include more complex evasion
tactics and sophisticated merchant behaviors, such as armed personnel who can choose
to combat the pirates rather than evade.

This ABM’s results demonstrate some of the factors that a merchant or policy
maker might be interested in weighing when deciding how to respond to the threat of
piracy. For example, Fig. 4 demonstrates how higher levels of alertness can result in
large fuel expenditures, as some highly alert merchants sail up to twice their originally
planned distance while attempting to evade pirates. This additional distance reduces
with increased Naval presence, however even a 10 % increase which occurs with high
levels of Naval presence can have large consequences in terms of fuel costs. Addi-
tionally, Fig. 2 illustrates how even high ratios of Naval warships to Pirate vessels (i.e.,
1:1) still amount to approximately 5 % of merchant vessels being hijacked. As such, if
maritime intelligence suggests a greater than 1:1 ratio of Navy:Pirate ships and the
extra cost of fuel is less than the cost associated with being hijacked, it could be
advantageous for merchant ships to increase security alertness measures and invest the
extra fuel required to evade pirates until the Navy can arrive. These results also suggest
that merchant vessels should stay to their original course and not attempt to evade if
pirates are detected and there are fewer than 3 Naval warships present in the envi-
ronment. This can be confirmed by comparing alertness levels of 0 to higher alertness
levels in Figs. 3 and 4 when there are fewer than 3 Naval warships.
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Results of this model were consistent with findings of Vaněk et al. [16], suggesting
that the difference between one and five ports did not have a significant effect on the
number of merchants hijacked nor on the number of pirates arrested. Fewer destination
ports generally forced more clustered movement, reminiscent of a coordinated transit
corridor, while higher numbers of ports forced more distributed movement patterns,
however a more systematic approach exploring different environmental layouts and
actual shipping lanes should be explored in future model versions. Finally, the initial
starting location of Naval warships did not have a significant impact on the number of
merchants hijacked or pirates arrested, however future models should incorporate
factors such as intelligence reports (information sharing among merchants and Navy
agents) and learning to see if these have an impact on hijackings.

4.2 Implications and Future Work

The results of this analysis serve as a proof of concept for demonstrating how an ABM
might be used to inform questions regarding effective piracy countermeasures. These
findings are not intended to represent reality, but rather establish the utility in building a
more realistic model. In order to inform real decisions and increase validity of the
model’s output, realistic environmental models (employing GIS and oceanographic
data) and calibrated agent behaviors (e.g., vessel speeds, tactics) are required. For
example, the Evasion Heading parameter enabled investigation of tactics for preventing
hijackings as well as what the time/fuel costs associated with various combinations of
tactics and alertness levels, however an accurate investigation of the impact of other
more realistic tactics, such as zig-zagging to cause wash waves and prevent pirates
from easily boarding should be implemented in higher fidelity environment models.

Additionally, providing agents access to intelligence reports and calibrating sensor
ranges for identifying threats should be included and assessed within different maritime
environments, i.e., open expanses of ocean, littorals. Furthermore, embedding armed
security personnel and more sophisticated defensive behavior would allow additional
countermeasure scenarios to be assessed (e.g. evading vs. fighting back). Furthermore,
a calibrated model would provide the ability to assess costs associated with imple-
menting different countermeasures, such as the deployment of Naval warships,
on-board security personnel, or various evasive tactics and their associated fuel costs.
Nonetheless, it is important to heed Einstein’s advice that “everything should be made
as simple as possible, but not simpler” and preserve the simplicity of the model in order
to aid in understanding and interpreting results.

5 Summary

As the threat of piracy has greatly reduced along the East coast of Africa, but is on the
rise on the West coast, it would be beneficial to understand which factors contributed
most to the rapid decrease in piracy within the Gulf of Aden. Decision makers should
consider using ABMs to assess the efficacy of various piracy countermeasures applied
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in specific regions before investing large amounts of time and resources in potentially
costly or marginally effective strategies. The ABM presented here serves as a proof of
concept and could be used as the foundation for more complex and calibrated models.
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Abstract. Armed conflicts around the world produce displacement,
injury, and death. This study examines how anonymous and pseudony-
mous Internet commenters discuss such conflicts. Specifically, we ask how
permissible it is to express positive or negative sentiments about these
conflicts as a function of variables including region, conflict nature, and
severity. Data from the Armed Conflicts Database is aggregated to iden-
tify a number of potential factors that may influence views on acceptable
sentiments. We used sentiment analysis to code a large-scale sample of
the Reddit corpus. We judged permissibility using the Reddit voting fea-
tures. This revealed that positive sentiments are found not permissible
for higher numbers of fatalities, and that negative sentiments are found
to be more permissible for certain regions and older conflicts, but less
permissible for territorial conflicts. Thus, this study provides evidence
that many features help construct public perception of a conflict.

Keywords: Behavioral and social sciences · Corpus linguistics ·
GLMM · Armed conflicts · Public opinion

1 Introduction

According to the Armed Conflict Database [1], there are 42 active conflicts
around the world which annually cause 180,000 fatalities and have resulted in
more than 12 million refugees. For people who live in relatively peaceful areas,
such as in North America, their perception, opinion and action towards these
international crises are important. Collectively, these perceptions are influential
in shaping their countries’ foreign policy [6].

Traditional media and social media interact to help form these perceptions,
while consumers of these media implicitly or explicitly rate the quality of the
content produced. Contributors and evaluators naturally have biases that can
build on each other, if contributions that follow these biases are rated more
positively than those that do not. The question is what are those biases to
begin with?

In particular, we seek to answer this question in the context of armed con-
flicts. For instance, how do people talk, evaluate, and contribute to the discus-
sion of various armed conflicts? Specifically, we want to understand when and
why people accept negative discussions and positive discussions. We examine
c© Springer International Publishing Switzerland 2016
K.S. Xu et al. (Eds.): SBP-BRiMS 2016, LNCS 9708, pp. 366–376, 2016.
DOI: 10.1007/978-3-319-39931-7 35
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the effect of features such as the number of fatalities, refugees and Internally
Displaced People (IDP). Further, we investigate a variety of characteristics that
may influence objectivity, such as the location and age of the conflict. We hope
to discover the relationship between these features and the perception of specific
armed conflicts.

To accomplish this, we turn to an Internet forum, Reddit. Reddit is unique in
that a wide range of subjects are discussed there, but its users possess a relative
homogeneity in both demographics and opinion that give it certain advantages
over other social media. As will be explored later, much of Reddit consists pri-
marily of young Western people. Further, we will also demonstrate how their
opinions on these armed conflicts are fairly homogeneous. This gives us an ideal
dataset to reflect on a specific culture’s judgments of acceptability.

2 Background

2.1 Public Perception of Armed Conflicts

Public opinion on armed conflicts from World War II to Vietnam, the Gulf,
Afghanistan and Iraq war have also been investigated to find patterns of pub-
lic responses to international conflicts [2]. However, with prevalent access to
the Internet and social media, public opinions are becoming more influential in
political decision-making; they are even changing the political cycle [14]. How-
ever, systematic studies of public opinion from social media on armed conflicts
is limited. Studies focusing on social media in armed conflicts often regard social
media tools as agents or platforms to express views and coordinate actions: for
example, arranging protests and organizing uprisings [8].

Public perception of armed conflicts through both traditional and social
media suffers from several biases. Advanced communication technologies make
it possible to disseminate information about various conflicts around the world
[12]. However, government and news organizations cover and frame conflicts in
a certain way that adds their own bias. For example, when covering foreign
events, reporters largely focus on war, terrorism and political violence [11]. Even
still, most of the world’s conflicts are largely unreported by the media [7]. Even
if it is unintentional, this causes a significant limitation for the public to be
able to obtain the broad-spectrum of information they need to evaluate conflicts
objectively [9]. News agencies in general focus on news in their target audience’s
country or nearby countries, shrinking the amount of time focused on interna-
tional coverage [13].

Despite these biases, a growing number of studies are covering the relation-
ship between the characteristics of armed conflicts and the public perception of
them. Berinsky has found that public reactions to conflicts have been shaped less
by their defining characteristics, such as fatalities and resource costs, than by
one’s political affiliations [2]. For instance, if someone’s political party supports
a war, then she most likely does as well. Furthermore, Gartner et al. found that
marginal fatalities, which are the number of fatalities that occurred that year,
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are more important in explaining opinion than the cumulative number of fatal-
ities [4]. They also studied the relationship between race and opinion towards
the Vietnam war, finding that people were likely to view the conflict more neg-
atively based on the number of people who died that were in the same locale,
regardless of race [5]. Surprisingly, they found that Asian Americans had greater
support for the Vietnam War; this could be because some of them were fleeing
communism themselves [5].

2.2 Social Computing

The usage of large-scale datasets from social media has produced a flood of
research and discourse in areas like sociology, political science, and psychology.
Researchers have extensively studied the role of social media as a platform in
coordinating activities before, during, and after conflicts. For example, time-
series analysis of social media datasets has offered an ever-evolving account of
public opinion and attention on a variety of issues, such as economic and social
welfare, foreign affairs, and environmental issues [10]. While studies have looked
at public perception of individual armed conflicts, we are not aware of any stud-
ies that have leveraged the mass of social media data to examine what causes
perceptual differences among them.

2.3 Reddit Corpus

Reddit is an ideal corpus for such a systematic investigation for a few reasons.
First, Reddit is partially driven by news articles. Most Reddit submissions start
with a user submitting a hyperlink, giving discussants a clear shared context.

After the submission, people can reply with their thoughts in a comment.
Users can also comment on these comments or provide feedback with Reddit’s
curation system. Reddit users can upvote a comment or submission to express
approval or downvote a comment or submission to express disapproval.

Both submissions and comments are sorted by score1, the number of upvotes
minus the number of downvotes. If a comment is sufficiently downvoted, it will
be hidden. Hidden comments can still be read, replied to, upvoted, and down-
voted, but a user has to manually display hidden comments. When a comment
receives both upvotes and downvotes, it is considered controversial. In the case of
armed conflicts, this is vanishingly rare: less than 1 % of comments are considered
controversial.

Reddit is organized into a highly expandable number of smaller forums, nor-
mally referred to as subreddits. Each of these subreddits can be about any given
topic, general or specific. For instance, it is possible to have subreddits about
science, biology, and genetics. These three subreddits can be completely inde-
pendent, as they are not organized hierarchically.

1 While comments are hierarchical, at each level of the hierarchy, they are sorted by
score.
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Besides the organizational ways that Reddit is different than Twitter, it is
also more culturally homogeneous. The vast majority of the discussions are in
English. Over half of the users are in the United States, and the majority are
fairly young2. Among those not in the United States, the next most contribut-
ing countries are primarily East Asian, Australasian, Western European, and
Northern European3.

2.4 Armed Conflict Database

The Armed Conflicts Database is developed by the International Institute
for Strategic Study, containing various indexes of armed conflicts around the
world [1]. Conflicts are sorted into several regions: Caribbean and the Americas,
East Asia and Australasia, Europe, Middle East and North Africa, Russia and
Eurasia, South Asia, and lastly, Sub-Saharan Africa. The Armed Conflict Data-
base contains data on fatalities, Internally-Displaced People (IDP), and refugees
from a conflict: both by year and in total. It additionally lists the year the con-
flict started and a variety of factors that relate to the conflict’s origin, such as
ethnic violence or terrorism. Lastly, they rate the current Intensity of the con-
flict, which can be Archived, Low, Medium, or High. The Database keeps track
of approximately ninety conflicts, the plurality of which are now Archived. There
are presently 42 active conflicts monitored by the Database.

3 Research Questions

Our research questions aim to discover how people perceive and discuss armed
conflicts. We suspect some of the same biases that affect traditional media will
also affect social media. This may be especially true for Reddit due to its news-
driven process. Nonetheless, it is unlikely that such different sources would pro-
duce exactly the same phenomena.

Our data set consists of approximately 426 GB of Reddit data, ranging from
the year 2012 to the year 2014. We cross-referenced this with data from the
Armed Conflicts Database, collecting a list of the 48 conflicts that are considered
by the Database to have been active in at least one of those years. The active
status is determined by experts working for the Database who are monitoring
trends of armed conflicts worldwide. We used active conflicts to ensure none were
seen by commenters as purely historical. See Fig. 1 for a summary of where the
conflicts occurred.

We gathered Reddit comments that are relevant to each of the 48 conflicts by
searching for comments in every single subreddit. We compiled sets of keywords
for every conflict then collected comments which matched them. For instance, if a
comment contained the phrase “Syrian civil war”, we would mark that comment
2 Source–http://www.pewinternet.org/2013/07/03/6-of-online-adults-are-reddit-

users/.
3 Source–http://www.redditblog.com/2013/12/top-posts-of-2013-stats-and-snoo-

years.html.

http://www.pewinternet.org/2013/07/03/6-of-online-adults-are-reddit-users/
http://www.pewinternet.org/2013/07/03/6-of-online-adults-are-reddit-users/
http://www.redditblog.com/2013/12/top-posts-of-2013-stats-and-snoo-years.html
http://www.redditblog.com/2013/12/top-posts-of-2013-stats-and-snoo-years.html
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as relevant to the conflict in Syria. Most of our keywords were fairly specific;
nonetheless, we sought to counter false positives by having a sufficiently large
data set. The biggest source of comments was the “worldnews” subreddit, with
many of the others coming from similar subreddits.

Fig. 1. A map of the 48 conflicts. Black, yellow, orange and red circles indicate the
current level of intensity as rated by the Armed Conflict Database: archived, low,
medium and high, respectively (Color figure online).

We then analyze comments based on two main features: sentiment and
acceptability. We rated over 25,000 comments using the StanfordNLP Senti-
ment Analyzer [15]. The acceptability refers to how the community perceives
the comment and its sentiment. In this case, an acceptable comment is one that
the community would give upvotes, and an unacceptable comment is one the
community would give downvotes.

We wanted to examine several characterizing features of conflicts that affect
how they are discussed by traditional news agencies.

1. Severity. This includes the total number of people who were killed, made
refugees, or internally displaced as a result of the conflict. While common
sense would suggest that severity should play a large role in perception, prior
work suggests it plays a very modest role in public perception of conflicts.

2. Region. There are six major regions that the Armed Conflict Database
groups conflicts into. We hypothesize that regions that share more cultural
similarity would be viewed differently than regions which share less. More
specifically, regions where Reddit users are common would be perceived dif-
ferently than regions where they are not.

3. Marginal Severity. This includes the number of people who were killed,
made refugees, or internally displaced the same year as the comment was
made. From previous research, we suspected that marginal severity would
play a larger role than total severity.
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4. Age. The number of years that have passed since the conflict started. We
hypothesized age could be significant due to waning interest. After decades of
conflict, it is perhaps difficult for some users to still empathize with ongoing
tragedy.

5. Nature. This includes a set of attributes: Separatism, Terrorism, Foreign
Antagonism, Territorial Disputes, Criminal Violence, and Ethnic Violence.
We hypothesized that attributes that are easier for Westerners to empathize
with due to history, such as Separatism or Foreign Antagonism, might be
treated differently. Further, attributes that seem very foreign or ‘uncivilized’,
such as Ethnic Violence or Territorial Disputes, may also be seen differently.
Importantly, a conflict can have more than one of these attributes.

6. Expert Perception. The Armed Conflict Database rates conflicts for their
current level of intensity. While this is obviously correlated with deaths,
refugees, and IDP (p < 0.0001), the average person may be more likely to
get their ideas of severity from experts, rather than numbers. This could also
influence the selection process and tone of traditional media articles.

4 Methods

4.1 Data Preparation

Interestingly, the sentiment analysis provided nearly twenty times more negative
comments than positive comments. It is possible that this is due to the subject
matter; in general, pity and sadness might be more common responses to tragedy
than optimism and hope. It is also possible that some positive comments actually
reflected misanthropic views about violence. Due to the difficulty of interpreting
neutral sentiment comments, they were excluded.

As Reddit manipulates how likely it is for a user to see a comment, we did
not consider the actual number of upvotes or downvotes a comment received to
be useful information. We thus coded anything upvoted at all as acceptable, and
anything downvoted at all as unacceptable. We excluded comments that received
no votes.

Our two filters resulted in 781 positive comments and 14289 negative com-
ments. If the Positive Sentiment Model is substantially different than the Nega-
tive Sentiment Model, that suggests sentiment, perhaps through interaction with
other variables, does influence acceptability. It is possible negative comments can
be interpreted as the norm; in that case, that model would reflect when posters
are more likely to submit something that is unacceptable in general.

4.2 Model

We use a Logistic Linear Mixed Effects Model (GLMM) to attempt to explain
which sentiments were acceptable as determined by the conflict. Due to missing
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Table 1. The positive sentiment models. Region was fitted as a factor. Intensity was
fitted as an ordinal variable where only the linear effect is reported. Significant variables
are marked with an asterisk.

Estimate Std. Error z value Pr(< |z|)
Intensity 0.3561 0.6668 0.5340 0.59300

Fatalities 0.1091 0.001 118.0000 0.00001∗
IDP 0.3545 0.2568 1.3800 0.16700

Refugees 0.1361 0.3371 0.4040 0.68600

Separatism −0.5505 < 0.001 −632.0000 < 0.00001∗
Criminal Violence 0.5866 0.5738 1.0220 0.30700

Ethnic Violence −2.4295 3.2196 −0.7550 0.45000

Terrorism −0.8033 < 0.001 −861.0000 < 0.00001∗
Territorial Dispute −1.1330 1.2790 −0.8850 0.37600

Foreign Antagonism 1.0048 0.5995 1.6760 0.09380

Marginal Fatalities 0.3844 0.2611 1.4720 0.14100

Marginal Refugees 0.2577 0.3425 0.7520 0.45200

Marginal IDP 0.3223 0.2868 1.1240 0.261000

Age −0.2801 0.3285 −0.8530 0.39400

Region-EastAsia/Australasia −2.4860 2.9980 −0.8290 0.40689

Region-Europe −0.4437 0.8270 −0.5360 0.59162

Region-MiddleEast/NorthAfrica −0.2767 0.8544 −0.3240 0.74601

Region-Russia/Eurasia −1.1910 1.6430 −0.7250 0.46847

Region-SouthAsia −2173.0000 > 100.0000 0.0000 0.99996

Region-Sub-SaharanAfrica 2.0970 2.3000 0.9120 0.36199

data for certain features (such as the marginal Refugees for any given year) and a
high number of predictors, we decided to fit individual models for each predictor.
This allows us to also see precisely how well each variable explains the variance.
However, as we are making more than one comparison, we have to adjust our
test of significance to avoid false positives. We use the Bonferoni correction [3],
resulting in a significance threshold of p = 0.0025.

As every comment is coded as either unacceptable (1) or acceptable (0), pos-
itive β relates to downvotes and negative β relates to upvotes, which correspond
with disapproval and approval effectively.

Random intercepts grouped by Author and by Subreddit were fitted to
account for partial interdependence. As Reddit is pseudononymous, some authors
may have a reputation for making consistently good or bad posts, and different
communities may have different standards for acceptability.



How People Talk About Armed Conflicts 373

5 Results

5.1 Positive Comments

For positive comments, there are reliable effects due to Fatalities, Separatism,
and Terrorism. A conflict having more Fatalities increases the likelihood that a
comment is considered unacceptable, while the presence of Terrorism and Sepa-
ratism decrease that likelihood. See Table 1.

5.2 Negative Comments

For negative comments, there are reliable effects for Territorial Disputes, Age,
and for the regions of Europe and East Asia / Australasia. Conflicts in both
Regions make the comments less likely to be disapproved of, as does an older age.
The conflict being a Territorial Dispute, on the other hand makes the comment
more likely to be disapproved of. See Table 2.

Table 2. The negative sentiment models. Region was fitted as a factor. Intensity
was fitted as an ordinal variable where only the linear effect is reported. Significant
variables are marked with an asterisk

Estimate Std. Error z value Pr(< |z|)
Intensity 0.1525 0.0697 2.1870 0.028700

Fatalities 0.0105 0.0247 0.4240 0.67200

IDP 0.0190 0.0332 0.5740 0.56600

Refugees −0.0679 0.0397 −1.7100 0.08730

Separatism −0.1036 0.0566 −1.8310 0.06710

Criminal Violence 0.0988 0.0559 1.7680 0.07700

Ethnic Violence −0.2560 0.1605 −1.5950 0.11100

Terrorism 0.1249 0.0563 2.2160 0.02670

Territorial Dispute 0.4590 0.0798 5.7530 < 0.00001∗
Foreign Antagonism 0.0958 0.0606 1.5820 0.11400

Marginal Fatalities 0.0097 0.0309 0.3140 0.75400

Marginal Refugees −0.0615 0.0413 −1.4880 0.13700

Marginal IDP −0.0501 0.0385 −1.3030 0.19200

Age −0.1146 0.0277 −4.1400 < 0.00010∗
Region-EastAsia/Australasia −0.5248 0.1515 −3.2500 0.00116∗
Region-Europe −0.4437 0.8270 −0.5360 < 0.00001∗
Region-MiddleEast/NorthAfrica 0.1383 0.0750 1.8420 0.06542

Region-Russia/Eurasia −0.1895 0.0891 −2.1250 0.03355

Region-SouthAsia −0.6498 0.2974 −2.1850 0.02891

Region-SubsaharanAfrica 0.1725 0.1578 1.0930 0.27448
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6 Discussion

There are several ways to interpret the rate of unacceptable posts for any given
conflict. As the majority of Reddit users are fairly homogeneous in opinion, it is
possible that people vary how likely they are to make posts about certain topics
when they know that many people will disapprove. This could stem from passion
about a topic: someone feels it is more important to speak their mind than to
have a popular post. Alternatively, it could reflect dissent ; while there might not
be enough dissenters to affect the gatekeeping system, the willingness to express
something others disapprove of at all suggests there are some who disagree with
the majority opinion.

6.1 Negative Sentiment

Due to the vast majority of comments being of negative sentiment, we assume it
is the default way to respond to a conflict. Thus, we will consider the Negative
Sentiment model the same as the Default model.

The Regions of East Asia/Australasia and Europe both have reliable negative
predictors. This implies the rate of disapproval when discussing these topics
is very low. This is somewhat unsurprising given the general demographics of
Reddit. Users from those regions, due to comparable socioeconomic status or
military alliances, may see themselves as similar, prompting a homophily effect.
The lack of significant effects for the other regions could be because commenters
conflate areas with which they are less likely to empathize, such as the Middle
East/North Africa and Sub-Saharan Africa.

The negative effect of Age makes sense from the perspective of passion. While
many people may have an opinion on older conflicts, these feelings may be less
immediate due to the numbness or weariness of prolonged violence.

Territorial disputes on the other hand, are logically controversial. To those
whose country plays a role or are immediately affected by them, they may seem
existential. However, to those farther away, they could seem like petty bickering.

Interestingly, the objective variables, such as Fatalities and IDP, played
almost no role in the model. Absence of evidence is not evidence of absence;
however, this integrates well with previous work [2], which likewise found social
connections to be more predictive than fatalities or cost of a conflict.

6.2 Positive Sentiment

We can assume positive sentiment corresponds to hope, optimism, or perhaps
even sarcastically phrased misanthropic sentiments. For instance, in the case of
comments about conflicts with higher Fatalities being more likely to be disap-
proved of, it might be the latter.

On the other hand, positive sentiment surrounding conflicts containing notes
of Terrorism or Separatism may correspond to hope. For instance, they could be
expressions of hope for those attempting to separate from a regime where they
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do not feel represented, or wishes for those who are suffering terrorism to remain
steadfast. These should both be uncontroversial ideas, so it is unsurprising they
are more likely to be considered acceptable.

6.3 Future Work

Some of the interpretation is ultimately speculative. A more fine-grained model
of sentiment could potentially help us determine with more authority what is
the true cause of these effects. We would further like to tie these ideas into more
general cognitive and perceptual biases. For instance, one possibility of the low
effect of negative externalities could be due to poor estimates of those values.
Lastly, it would be interesting to see how these results generalize to communities
besides Reddit.

7 Conclusion

This paper sought to add to a growing body of work about media perception of
armed conflicts by systematically investigating a large sample of Reddit data and
cross-referencing the Armed Conflict Database. The vast majority of discussions
are negative in tone, which is logical given the somber nature of violence. Among
these, comments were less likely to be disapproved of if they were from the same
demographic as the majority; they were more likely to be disapproved of if
they concerned a Territorial Dispute or were older. We consider this study as
preliminary evidence of the effect of perceptual biases in viewing conflicts. These
biases are important due to the public’s role in shaping foreign policy.

Acknowledgements. This research was supported by the National Science Founda-
tion under grants titled “Updating the Militarized Dispute Data Through Crowdsourc-
ing” (SBE-SES-1528624) and “Alignment in webforum discourse” (CISE-IIS-1459300).
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Abstract. Terrorism aims to cause the psychological instability in the
targeted population. Social psychological research through traditional
methods, like surveys or interviews, have provided insights for under-
standing the psychological effects of such traumatic events. However,
these studies are costly and usually are reported with a significant delay
after the events. With the allure of social media, we are provided with a
unique opportunity to gather timely psychological signals from publicly
available Twitter data. In this study, we collected more than 4 million
tweets from 16 K Paris users. We present our analysis of the immediate
emotional response as well as the subsequent recovery process following
the Paris attacks. Our analysis shows that, immediately after the attacks,
a greater level of anxiety was associated with locations closer to the
attack site. Users’ emotional shift gradually returned to the pre-impact
status over days to weeks, while the emotional trajectories vary with the
degrees of users’ social interactions. The analysis further reveals a sig-
nificant impact of media exposure on the recovery process. This study
provides both theoretical and practical implications for understanding
users’ emotional vulnerability and resilience concerning mass violence
events.

Keywords: Social media · Stress response · Terrorism · Disaster
resilience

1 Introduction

On November 13th, 2015, a series of terrorist attacks occurred at multiple sites in
Paris. In addition to the physical damage, terrorism injected substantial adverse
outcomes to the targeted population and beyond, including psychological insta-
bilities, as reflected in the emotional expressions on social media in related to
Paris attacks. The development of effective coping strategies and interventions
after the terrorist attacks requires a thorough understanding of individual vari-
ations in the temporary public reactions and chronic responses.

Much physiological research (e.g., [1]) provides the understanding of the indi-
vidual differences in the face of acute stress situations. There have been fewer
attempts though on understanding the short-term emotional response and tra-
jectories. We believe through the understanding of the individual differences in
response and the whole recovery process, we could better reduce the psycholog-
ical damage and prepare for future similar incidence.
c© Springer International Publishing Switzerland 2016
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In this study, we employ Twitter data to track individual recovery process
on the Paris attack. We collect about 4 million historical tweets from 16 K Paris
users and analyze the impacts of different characteristics, specifically, gender,
social support, media coverage, geographic proximity, and linguistic styles, on
different immediate emotional reactions to the acts of terrorism. We further
investigate the interplays between individual differences and their short-term
recovery patterns.

The contributions of this study include:

– We provided the first large-scale study of the emotional trajectories in the
aftermath of a massive violence event through social media.

– We proposed a novel framework to investigate the immediate emotional
response and recovery process, based on which we re-examined the factors
that associate with particular responses or response growths.

– We found the emotional trajectories vary with users’ tendency of social inter-
actions and the degree of media exposure to the attacks while a higher post-
geographic proximity tends to uprise the level of anxiety as an immediate
response.

2 Related Work

Social media has enabled a wide range of diverse research to harvest a large-scale
social interaction data. One area of research focuses on studying individuals’
information behaviors on social media, which has been served as a “backchannel
communication” in emergency circumstances and allows users to obtain timely,
accurate and local information [2]. Other studies attempt to understand the
spread of rumor and misinformation in situations of crisis with the aim of improv-
ing the information accuracies [3]. Less attention has been paid to the emotional
responses in the aftermath of the emergencies. One relevant research to our
study is [4], in which authors tried to identify the sentimental content in social
media during the disaster events. However, it does not explore the reasons for
the volume of the emotional content. A more relevant study is [5], who explains
the variations in the shared sentimental expressions after the Boston bombing
by different factors, including geographical proximity and social interactions.
However, the study was conducted at the community level. There hasn’t been a
study to probe the individual differences in recovering disaster situations.

On the other hand, physiological psychology research has provided more
grounded understanding of the individual differences in explanation of the differ-
ent outcome on psychological consequences and resilience, in the face of life stres-
sors. Regarding the psychological effects, research has documented some adverse
sequelae of traumatic events, including depression, demoralization, stress, sleep
disruption, etc. (see [6] for a systematic review of the spectrum of consequences).
For the resilience indicators, studies have shown that gender, social support,
exposure to the events [1], are of great importance in predicting the individ-
ual differences (see [7] for a detailed review). While social psychological experi-
ments or clinical research usually involves a much higher expense and significant
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delay to study the effect of disasters on individuals, social media provides a cost-
effective way to collect a substantial amount of data to validate existing theories,
or uncover new patterns.

This paper builds upon these advances in both areas. We combine the under-
standing of factors of psychological vulnerability and resilience from psychology
research with the rich data from social media. We seek to connect our results
with previously established theories based on the observations from social media.

3 Research Questions and Hypotheses

This work aims to understand the individual differences in responding to the
terrorist attacks as well as in the various recovering trajectories. Prior work
has shown that psychological consequences of the terrorist acts can vary widely
based on demographic variables, the level of exposure, the impact of the events,
experience, and perceived social support [8]. Therefore, we take into account all
of these established factors.

Geographic Proximity. Psychological consequences vary across the popula-
tion with a different degree of exposure to traumatic events [9]. In studying
the emotional public response to Boston bombing in 2013, Lin and Margolin [5]
found that the expressions of fear on Twitter are stronger in the cities that
are geographically closer to Boston. With these evidence from the literature, we
derive our first hypothesis:

H1: The higher geographic proximity users have to the attack sites, the higher
level of distress users exhibit as an immediate response and persist in recovery.

Media Exposure. Schlenger et al. [10] found a significant correlation between
the amount of time spending for watching TV and the symptoms of stress, for
adults following the 911 attacks. Therefore, we derive the following hypothesis:

H2: The higher media exposure of users to the attacks, the higher level of
distress users exhibit as an immediate response and persist in recovery.

Social Support/Interactions. Research suggests that social support “buffers”
the impact of distress on individuals and therefore indirectly affects the emo-
tional well-being [11]. Helgeson [12] further defines the structural measures of
social support as the number of friends a person has, and the frequency of inter-
actions with friends or family. Based on these two observations, we derive the
following hypotheses:

H3a: The smaller ego-network size users have, the higher level of distress
users exhibit as an immediate response and persist in recovery.
H3b: The lower frequency of interactions users have with others, the higher
level of distress users exhibit as an immediate response and persist in recovery.
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Linguistic Indicators. Previous research suggests that certain linguistic indi-
cators have notable effects in the face of the stressful situations [13]. Psycho-
logical distancing measures how people separate themselves from the present
situation. High psychological distancing in the process of experiencing difficul-
ties has been linked to a reduced feeling of difficulties [13] by leaning back from
the painful contemporary situations. The second indicator is cognitive complex-
ity, measured by the amount of precise distinction words used in the speech.
Individuals who speak with more cognitive complexity are reported to be more
flexible and resilient under life stressors [14]. These findings lead to the following
hypotheses:

H4a: Cognitive complexity has adverse effects on the level of distress users
exhibit as an immediate response and persist in recovery.
H4b: Psychological distancing has negative effects on the degree of distress
users exhibit as an immediate response and persist in recovery.

Gender. The gender difference has been suggested as predictive of the adverse
outcomes of the traumatic events (e.g., Schlenger et al. [10]). In particular,
females have been associated with worse short-term outcomes. Therefore, we
derive the following hypothesis:

H5: Female users are associated with a higher level of distress response as
immediate effect/in recovering process.

4 Our Approach

4.1 Data Collection

To examine the above hypotheses, we collected Twitter data related to the Paris
attacks. Our data collection needs to track the behavioral change of individuals
in Paris across multiple time points and infers the users’ distress response based
on their characteristics. To minimize the selection bias, we tracked a large set of
geo-coded users with complete tweet history during the study period. The idea
is based on the computational focus group method [15].

The data collection process is built as follows. We first constructed a compu-
tational focus group defined by users’ geo-locations. In particular, with a time
window for four weeks after the attacks, we obtained 16,950 users who posted
geo-tagged tweets from Paris area, through Twitter API. Then, for every user
in our focus group, we traced back his/her full historical tweets through Twitter
REST API. In total, we acquired 15,509 unique users whose first tweet in our
collection was posted before Oct. 1, 2015. In this way, we have their complete
tweets since Oct. 1 2015. Our final data collection includes 3.4 million tweets,
among which 219,786 have geo-coordinates (Fig. 1 shows a random sample of
2000 tweets posted around the six attack sites in two days after the event). Our
dataset indicates that there was a burst in the number of users and tweets on
the day of the attacks. The average volume of tweets before, during and after
the attacks are 33,793 tweets/day, 59,247 tweets/day, and 47,386 tweets/day.
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Fig. 1. A random sample of 2000 tweets posted around the 6 attack sites (yellow dots
1–6) within two days after the event. (Color figure online)

4.2 Analysis Framework

In this section, we describe the analysis framework for analyzing the distress
response after the attacks. There are several ways to measure the psychological
response to disasters or traumatic events in general. Arguably, one of the most
accurate measurements is through interviews or questionnaires. However, the
analysis through this approach has been hard to implement due to the difficulty
of gathering a sufficient number of respondents, significant cost and a severe
delay in the data collection [16]. On the other hand, computer-based linguistic
measures, such as Linguistic Inquiry and Word Count (LIWC) [17], have been
widely adopted to infer personalities, identify depressive, or other health-related
symptoms [18]. One of the pioneer work in this field uses LIWC as linguistic
markers of the psychological change surrounding September 11, 2001 [19].

In this study, we quantified the distress responses for Paris attacks from three
affective dimensions, namely, anxiety, sadness, and anger. Each corresponds to
one subset of the dictionary in LIWC. We selected LIWC as it is one of the few
lexicons that support a variety of languages (e.g., English, French, etc.). This
is particularly helpful in our analysis since more than 60 % of our data are in
French. We applied LIWC-based linguistic measures as follows. For every user,
we counted the number of tweets contained at least one word in the respective
lexicon and divided by the total number of tweets by this user on the same day.
That is, we measured individuals’ daily distress response as the rate of tweets
having, at least, one word in each of the three negative emotional dictionar-
ies (normalized by the total number of tweets posted by her within the same
day). In this study, we focused on French and English tweets. Figure 2(a) shows
the overall decreasing trend of distress signals over a period of two weeks after
the attacks.
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Fig. 2. (a) The trend of distress response. Day 1 on x -axis indicates Nov. 14, 2015. Each
data point shows the average sentiment measure of all identified users with errorbars
indicating standard errors. (b) The distress responses before and within four days after
the attacks.

Immediate Response. We analyze whether there exists a distress breakdown
and if so what are the potential factors associated with it. To identify the
breakdown, we set a time window, based on which we examine users’ emotional
responses. Bunney [20] suggested that the breakdown time should be around,
at least, two days after the traumatic events, and up to four weeks. We empir-
ically defined the analysis time span of immediate response as four days as we
observed a drop within four days after the attack (as shown in Fig. 2(a)). We
selected users based on criteria as follows: they have, at least, five tweets (exclud-
ing retweets) within four days after the attacks; they need to have geo-tagged
tweets in both periods. This process resulted in 1,168 users. Then, we computed
the immediate distress response in three affective dimensions based on aggre-
gated observations within four days after the attacks for every user, respectively.
Figure 2(b) shows the comparison of the immediate acute responses and the ones
before the attacks (computed based on all tweets since Oct. 1, 2015). We observe
significantly elevated levels of distress responses in all three dimensions.

Short-term Recovery. Another observation from Fig. 2(a) is that the level
of distress gradually decreases and tends to stabilize within one week after the
attacks. For this short-term recovery analysis, we selected the set of users (1,121
users in total with at least ten tweets) except the second time period was defined
as ten days. We then took their daily observations in one week as the repeated
measures of the emotional responses.

Individual Covariates. To test our hypotheses, we computed the following
variables:

– Geographic distance. To test H1, we measured the inverse of geographic
proximity, geographic distance, by computing the median distance between
the coordinates extracted from each user’s geo-tagged tweets in the last
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45 days and the closest attack sites. These coordinates of each user in the
last 45 days serve as a means to estimate the geographic range of his/her
life-hood activities towards the attack sites (M = 3.99 km, SD = 3.26). Sim-
ilarly, we computed the geographic distance after the attacks (M = 3.67 km,
SD = 3.43 within four days; M = 3.75 km, SD = 3.35 within seven days).

– Media exposure. In the context of Twitter, we could approximate the
level of media exposure by counting the number of tweets that contain URL
and have keywords “attack”, or “terro*”, divided by the number of tweets
users posted on the same day. To test H2, We computed the content-specific
URL rate for each user as a proxy to estimate the extent to which users
are immersed by news/articles surrounding Paris attacks in each period (an
aggregated measure in 4 days, and a set of repeated measures in 7 days). We
should note that this proxy might underestimate the amount of media con-
tent users have over the event since they might just read but not share on
Twitter.

– Social network. To test H3a, we acquired the size of her ego network
on Twitter (friends count, and followers count) through Twitter API. We
assumed that users’ network size did not differ much over the course of our
analysis. To test H3b, we counted the number of tweets one user has men-
tioned others at least once and normalized by the number of tweets he or she
posted during the same day (communication rate), in each period.

– Linguistic indicators. To test H4, we measured two linguistic markers (cog-
nitive complexity and psychological distancing). We followed the LIWC based
measurement described in [14,21] to compute for each tweet of the users, and
then take the average based on all tweets one posted in each period.

– Gender. Since there is no gender information on Twitter user profile. To
test H5, we used genderize API to obtain the estimated gender-based Twitter
users’ name. We were able to infer the gender for 11,107 users ( 47.8 % of the
users are female).

Analytic Methods. To address the above hypotheses, we constructed two sets
of regression models—a set of multiple linear regression models for predicting
the immediate response and a set of latent growth mixture models for predicting
the recovery process.

In answering the research questions concerning the immediate response, we
built three linear regression models, in which each dependent variable is the level
of distress in one of three affective dimensions. Our independent variables are
the ones previously listed as individual covariates, controlled by the number of
tweets within four days in the aftermath and the distress level prior the attacks.

To address the question about the recovery process, we need to estimate the
influence of the covariates on the growth of each affective dimension. Partic-
ularly, we have two types of covariates—time-invariant covariates (TICs) and
time-varying covariates (TVCs). Our TICs include gender, prior and post geo-
graphic distance, friends count, and followers count. The TVCs include the media
coverage, social interactions, and two linguistic markers. We need to note that
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some users might not tweet on certain days in our study period. Therefore,
we have partially-missing observations. We selected Latent Growth Mixture
Models (LGMMs) as they are featured in incorporating missing data, TICs,
and TVCs in the model, compared to other longitudinal statistical models, such
as ANOVA (see [22,23] for comprehensive comparisons and examples). In this
study, TICs address the hypotheses whether characteristics of one individual are
predictive of different distress levels on the first day after the attacks (intercept),
or steeper or less steep rates (slope) of changes in the distress level over the
week. TVCs directly predict the repeated measures of the distress level while
controlling for the influence of the growth factors [22].

LGMMs analysis was done in three steps for each of the affective dimensions.
First, single class growth models were determined to estimate the growth para-
meters. Second, successive class models were built, by adding one additional class
each time (from one- to five-class), and then compared based on Bayesian (BIC)
information, to determine the optimal number of latent growth trajectories. In
the selection of an optimal number of classes, we also enforced the criteria that
the class with a minimum percentage of users should be higher than 3 %, for
the sake of meaningful interpretations. In the last step, we regressed the models
again with all covariates, controlled by the pre-impact emotional level and the
number of tweets at each time point.

5 Empirical Results

We convert the values of the covariates to z-scores before running each model.
The first three columns of Table 1 reports the coefficients from the linear regres-
sion models. The Adjusted R2 of the models for anxiety, sadness, anger is .07,
.10, .13 respectively. The rest of Table 1 presents the estimated coefficients of
intercept and slope for TICs, and the estimated coefficients of slope for TVCs
from the latent mixture models. The optimal number of classes for the trajecto-
ries of anxiety, sadness, and anger is 2 (BIC = −9101.32), 2 (BIC = −6727.45),
and 2 (BIC = −6001.15) based on the criteria discussed above. As this study
aims to associate the factors with the growth patterns, we did not report on the
different classes of trajectories.

In H1, we hypothesize that the smaller geographic proximity (or, a higher
geo-distance) to the closest attack sites, the lower level of distress response. Our
model suggests that prior distance is insignificant in the immediate response
model. Interestingly, we find a rather mixed effect of prior distance in the recov-
ery model. The prior distance is significant and negatively associated with the
rate of change in sadness (β = −.016, p < .05) while positively associated with
the rate of changes in anger (β = .02, p < .01). Besides, the model also reveals a
certain trend toward significantly negative association between the post distance
and the degree of anxiety (β = −.004, p = .08) in the immediate response model.

In H2, we expect a positive relation between the media exposure and level of
distress response. As a result from our models, the coefficients of media exposure
in the prediction of anxiety and anger are both significant and positive (β = .01,
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Table 1. Regression results

p < .01, and β = .01, p < .01). Consistently, for the prediction of the recovery
process, we also observe significant and positive associations between the media
exposure and the level of anxiety and of anger (β = .016, p < .01 and β = .013,
p < .01).

In H3a, we expect the ego-network size to positively associate with better
distress response. According to Table 1, we find that the size of out-going links
(as measured by friends count) are insignificant in all models. Rather unexpect-
edly, followers count has a significant and positive intercept on the initial level
of sadness (β = .009, p < .01) while a significant and negative slope in the sad-
ness (β = −.014, p < .01), in the recovery model. H3b predicts that higher rates
of interactions with others associate with lower distress responses. The growth
mixture model implies there exist negative and significant relations between the
communication rate and the degree of anxiety, sadness, and anger (β = −.004,
p < .01; β = −.007, p < .01; β = −.007, p < .01).

H4a predicts the positive association between the cognitive complexity and
better distress response. We find that the coefficient of cognitive complexity is at
the margin of statistical significance and negative in the prediction of sad level
but only in the immediate response (β = −.004, p = .066). H4b hypothesizes that
a higher psychological distancing corresponds to a lower level of distress response.
Our model shows a significant and negative association between psychological
distancing and the level of anxiety (β = −.01, p < .001) in the immediate
response.

In H5, we hypothesize that female users associate with a higher level of
distress response. Our model suggests that gender has a significantly negative
coefficient on the degree of sadness in the immediate response model (β = −.01,
p < .01). But gender does not seem to have any significant effects on the rate
of recovery based on the short-term recovery model since the slope for gender
turns out to be insignificant.
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6 Discussions

The negative impact of media exposure on the distress response in recovery phase
is interesting to us for two reasons. First, we extend the previous finding that
a higher TV coverage on 911 attacks correlates with a higher level of distress,
to a social media environment. Second, on the two famous-yet-contradictory
recovery strategies, “avoidance versus focused attention” [24], we provide the
evidence that users who are more towards attentional focus (by reading more
information surrounding the attacks), however, appear to have a higher level of
distress response.

Echoing with literature in stress recovery after traumatic events, users who
have a higher level of social support (as measured by the communication rate)
present a reduced level of distress over time. We also find that users with a higher
number of followers have a faster drop in the degree of sadness over the study
period. In combination, this is consistent with the buffering hypothesis in which
social support acts as a buffer against unpleasant effects of the stressors [25].
Interestingly, the number of followers users have on Twitter turns out to be
a significant and positive predictor of the initial level of sadness. One possible
explanation is that users with more followers probably have a higher tendency
of social sharing on the grave. However, further investigation is needed to verify
this conjecture.

We find the geographic distance prior the attacks are insignificant for the
prediction of overall distress response within four days. One possible explana-
tion is that the acts of terrorism injected a burst of psychological instabilities
that spread to areas that are not limited to certain boundaries within the city.
Besides, the mixed effects of prior distance in the recovery model suggest a rather
interesting story. Users who were further away from the attack sites in the past
tended to express more sadness on the first day after the attacks than those who
were close. Users who were closer experienced a flatter decrease in the level of
sadness but a steeper drop in the degree of anger. Moreover, we find that the
geographic distance to the attack sites after the attacks is a quasi-significant
predictor of the level of anxiety within four days in the aftermath. One possible
explanation is that users who were closer might be anxious about similar events
happening again in the focal areas. Combining these results, we argue that geo-
graphical proximity produces rather complex effects on the emotional responses.
In evaluating its impacts, one needs to consider both prior geographic proximity
and continuous geographic exposure to the attack sites.

Limitations: The first limitation is the use of the 2007 LIWC dictionary for
sentiment analysis. With many of the more advanced work mainly focus on
English text [26], we selected LIWC for its flexibility of dealing with multiple
languages. However, the word on Twitter is likely to be different to the one used
in written speech, e.g., more abbreviations on Twitter. This fact might result in
a lower recall of the affective words. Besides, our results show that the immedi-
ate response models have relatively low fit as reflected by the Adjusted R2. This
suggests that there might exist more influential variables yet to be discovered.
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The current study aims to discover associations between certain user character-
istics with their post-disaster emotional trends. The novel contribution of this
study lies in the ability to measure panel users’ fine-grained time-varying emo-
tional statuses. We leave it as part of the future work to explore more effective
prediction models. Also, we have not discussed in details about the nuances
of different type of negative emotional responses. As evidenced by the distinct
impacts of geographic distance, we planned to probe further the semantic differ-
ences in various types of emotional measures.

7 Conclusion

In this study, we used social media data as an alternative channel to study the
disaster response. We collected tweets from users in Paris prior and after the
attacks to understand the interplays between the individual differences and the
distress immediate outcome as well as its trajectories. Our analysis shows that
a higher geographical proximity after the attacks corresponds to a greater level
of anxiety. Users’ emotional trajectories vary with their level of media exposure
and the degree of social interactions. This study provides both theoretical and
practical implications for understanding the distress response process, strategic
interventions in the aftermath of mass violence events.
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Abstract. This paper describes an implementation of Dynamic Decision Net-
works for the creation of an intelligent Non-Player Character (NPC) in a virtual
training system. The NPC was required to interact in a text-based system with a
trainee to respond as a villager would with helpful information, evasive
responses or lies. The NPC was also required to assume a range of personalities
that one might find in a foreign village. Our approach proved successful and
includes a number of important characteristics that should be considered for
future intelligent agents.

Keywords: Behavioral-cultural modeling � Intelligent agents � Dynamic
decision networks � Influence diagrams � Bayesian networks

1 Introduction

Solutions for problems of the 21st century are not readily found in the back of a
textbook. Unique and complex problems require creative, critical, and analytical
problem-solving abilities. 3D Immersive Learning Environments or Virtual World
Simulations provide a cost-effective way to simulate these complex problems and learn
the skills required to solve them.

To fulfill the requirements to be scalable and extensible as well as to provide
realistic complexity, our team developed artificial-intelligence based conversational
non-player characters (NPCs) called Adaptive Human Behavior Avatars (AHBAs),
which were implemented as part of an Army Research, Development and Engineering
Command (RDECOM) activity. These automated, adaptable and unscripted intelligent
agents facilitate unpredictable complex human-computer conversational interactions in
virtual environments to help learners understand and succeed in complex systems.

The implementation of intelligence within a Dynamic Decision Network (DDN) is
justified and described. The DDN approach allows reasoning over time by the NPC so
as to adjust its behavior in a reasonable manner as the trainee adjusts.

This paper gives an overview of the AHBA methodology, describes the DDN
technology upon which it is based, and summarizes how the AHBA incorporates
psychological personality constructs and represents the rapport between the trainees
and NPCs. The virtual training scenario involves a military trainee learning how to
interact with villagers in a foreign country (in this case, Azerbaijan) in order to obtain
useful information about the situation, the local leadership, and the local bad actors.
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2 Overview of Intelligent Agents for Virtual Training

AHBAs use a natural language parser and keyword lookup tables to determine what the
trainee is asking, a probability model to track the AHBA’s rapport with the trainee, and
an expected utility model to determine whether to respond truthfully, evasively, or
deceitfully. Included in the AHBA is a model of the rapport between the trainee and
itself so that the AHBA can dynamically respond based on the progression of the
conversation. Our approach to modeling rapport is an innovative mixture of cultural
programming and individual personality characteristics.

Figure 1 defines a spectrum of AI architectures [1] for creating NPCs. The spec-
trum is not a range from bad to good architectures. Rather it is meant to show that AI
architectures differ on qualities such as authorial control and simplicity. Authorial
control suggests that the designer of the NPC has a deterministic representation that
defines the response of the NPC. AI Autonomy means that the NPC designer has
constructed an engine that enables the NPC to respond however the engine dictates.
The Utility-based AI approach, as embodied in our AHBA, has a defined set of
responses, but there is a probabilistic engine that determines which response is best,
based on an expected utility calculation. The best architecture depends largely on the
specific situation; each works well in some circumstances and poorly in others [2].

The authors chose the expected utility approach because (1) uncertainty was
important to ensuring the Non-Player Character was not predictable (i.e., not going to
do the same thing every time the trainee took a certain path), and (2) contradictory
evidence was expected for the rapport variable that could not be handled well in a
rule-based system. This contradictory evidence occurs in specific statements by the
trainee as well as across statements by the trainee. A black-and-white rule based system
could not address the subtleties of positive sentence tone with severe cultural insen-
sitivies in the same trainee inquiry.

Fig. 1. Spectrum of AI architectures for NPCs
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3 Adaptive Human Behavior Avatar (AHBA) as Dynamic
Decision Network

We consider the following scenario: A trainee approaches a simulated villager NPC
and engages in a conversation. The words used by the trainee may build, sustain, or
diminish the rapport felt by the simulated villager with the trainee. Depending on the
likelihood of a positive, neutral or negative rapport, an expected utility is calculated for
each potential simulated villager decision: tell the truth, be evasive, or lie.

Our assessment was that the AHBA would have to address the following four
issues:

1. Infer the trainee’s key message from 1–3 sentences spoken;
2. Determine whether the trainee is saying a greeting, a pleasantry or asking a

question;
3. Decide whether the NPC should tell the truth, be evasive or lie; and
4. Once the above three determinations have been made, decide what to respond to the

trainee.

To determine the meaning of a message, we choose to select key topic words from the
trainee’s text. We quickly found that we needed a large thesaurus that was keyed to the
topics that a trainee and responsive villager (as played by the NPC) would address in
the context of U.S. military forces trying to learn about the local leadership and issues
of conflict in a village in Azerbaijan. This worked moderately well but needed
improvement so we also implemented the Stanford parser to help adjudicate among
multiple possible key topics. This topic tree structure was critical for pleasantries.

We built a statement classifier using a Bayesian network to determine whether a
statement was a greeting, pleasantry, or substantive question. The features of this
classifier included the presence of words in questions, greetings, pleasantries, farewells,
and substance. This classifier was simple and quite accurate.

To determine the NPC actions, we used the conceptual method of Dynamic
Decision Networks (DDNs) that was developed by Buede in the early 1990s [3]. DDNs
utilize the expected utility approach shown in Fig. 1. They had been implemented
successfully as part of the Future Combat System [4], so their capability to address a
problem of this complexity was established. For our purpose we considered utility to
map onto the concept of rapport, since the trainee would be likely to find that as rapport
increases, information sharing increases [5].

To determine the specific NPC response to the trainee’s statement, we developed a
large table of responses that are keyed to potential topics brought up by the trainee.
This effort involved massive research on Azerbaijani life and culture by one of our
colleagues (Ms. McCarter) and was also quite successful.

DDNs are designed to solve real time problems in a dynamic environment char-
acterized by one or more variables that evolve with time. A dynamic environment is
defined as one in which there are numerous time periods when an individual makes
decisions. These decisions not only affect uncertainty in the present but also uncertainty
and decisions in the future. In dynamic decision making, the amount of uncertainty can
change from period to period; in new periods some uncertainties may be resolved and
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some new ones may develop. For the AHBA described here, each time period was
initiated by a statement from the trainee. The response from the NPC/AHBA ended the
time period.

DDNs are implemented as the integration of influence diagrams and Bayesian
networks [3, 4]. The influence diagram contains decision, value (utility), and chance
nodes and uses expected value (utility) to identify the best alternative for each time
period based on the evidence obtained in the current and previous time periods.
Embedded in the influence diagram are key chance nodes about which evidence may be
obtained in any given time period. A Bayesian network is used in each time period to
update these key chance nodes. To simplify computations and remain tractable, the
influence diagram does not look ahead to future time periods.

The DDN for time period zero, prior to trainee inputs, is shown in Fig. 2 and
includes a utility node, decision node, numerous chance nodes (parchment colored
nodes). The personality model is shown in on the right of Fig. 2; this is discussed in the
next section. In this case the villager is modeled as having a moderate level for three
personality variables. The initial valence of the rapport with the trainee experienced by
this villager is roughly one third on positive, neutral and negative. The decision node
shows that the expected utility for being evasive (57.19) is higher than for telling a lie
(48.43), with telling truth having the lowest value (40.45). Consequently, the trainee
must build rapport prior to seeking any information. Besides personality, rapport is
affected by the type of sentence, the number of the sentence, and whether the sentence
has been repeated. Here a question on the first sentence will drop rapport, and a
greeting on the first sentence will increase rapport. Pleasantries for sentences two
through four will build rapport as well. Other elements of the sentences that affect
rapport are sentence tone (positive versus negative words) and cultural understanding
(positive versus negative topics).

Figure 3 shows the updated DDN for Time Period 1 with evidence from the
Trainee’s first sentence: “Who is Rayhan Karimov?” Since this first sentence is a
question, the probability of negative rapport increases to 0.59, which increases the
expected value of telling a lie but not enough to overtake being evasive. Note there

Fig. 2. DDN for time period 0 with no evidence from trainee’s statements
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were no words in this first sentence that favored or disfavored sentence tone or cultural
understanding.

Since rapport was the central concept to the decision of telling the truth, being
evasive, or telling a lie, we developed a visual representation of the rapport and how it
changed over time, see Fig. 4. The triangle in Fig. 4 is a projection of the
3-dimensional space defined by probabilities of positive, negative, and neutral rapport,
respectively, onto the plane in which these three values sum to 1.0. The vertices of the
triangle are the points where the plane intersects the three axes. Each point in the space
depicts the probabilities for the simulated villager’s felt rapport after the cumulative
effect of the trainee’s utterances, that is, the subjective likelihood that the felt rapport is
positive, negative or neutral.

There is a differential utility for each decision under the situation of different levels
of rapport. For example, lying has the greatest utility when rapport is substantially
negative, while telling the truth has the greatest utility when rapport is substantially

Fig. 3. DDN for time period 1 with evidence from trainee’s statements

Fig. 4. Rapport probability-decision map
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positive. An expected utility is calculated to determine the best decision. The shaded
regions of Fig. 4 indicate where each action has the highest expected utility.

Every possible probability distribution for rapport (positive, neutral, and negative)
fits within the triangle. The three extreme points of (1, 0, 0), (0, 1, 0), and (0, 0, 1) are
the three corners. The three faint blue lines, each of which starts at one of the three
corners and bisects the opposite side of the equilateral triangle, intersect at the (0.33,
0.33, 0.33) point in the center of the triangle. The midpoint of the line between positive
and neutral represents the case where the rapport is (0.5, 0.5, 0). The midpoints on the
other segments of the triangle represent similar cases.

The utility model contains a triplet of numbers for each response, representing the
utility of that response when rapport is positive, negative, or neutral. The dot product of
the utility triplet and triplet of rapport probabilities produces the expected utility for
each response. Figure 4 is a probability-decision (or policy) map because it shows how
a set of probabilities on rapport affects the decision to be truthful, to be evasive or to lie.
The blue dots on each side of the triangle represent the point at which the utility score
of each decision (truthful, evasive, or lie) is the same. For example, the blue dot on the
left side of the triangle is at (0.5, 0.5, 0), which is where the expected utility for truthful
and evasive responses are equal. Connecting these points with straight lines (guaran-
teed due to the structure of the expected utility calculation) results in three regions. If
the set of rapport probabilities fall into the top green region, a truthful response will be
given. If they fall into the bottom right reddish region, the NPC will lie. An evasive
answer will be given if they fall into the large orange region.

The black dot near the lower left corner of the green (truthful) region is the initial
probability for one of the villagers. The green, red and purple arcs emanate from this
black dot. The paths for rapport probabilities for the three conversations shown in
Fig. 5 allow a training assessor to follow the conversation paths in Fig. 4 to determine
why truthful, evasive, or deceitful answers were provided. The text strings provided by
the trainee provide the evidence elements for the Bayesian network that explains the
path of the rapport probability.

Fig. 5. Sample interactions (Color figure online)
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4 AHBA with Personality

Since rapport plays a central role in the DDN, we give a brief description of the
theoretical background for this variable and the way that it is implemented in the
model. We then describe variables representing the personality of the simulated villager
and specify how these variables can affect rapport.

4.1 Theoretical Background to Model Rapport

We considered two constructs that capture the experience of someone responding to a
stranger. One construct is the initial impression formed (i.e., by the local of the trainee)
and the other construct is the rapport between the local and the trainee that will change
over time. While others have described the user experience of flow and immersion in
interacting with non-player characters in dialog (see, for example, the work of Serder
Sali and colleagues [6, 7], we were interested in the likely reactions of an NPC to the
trainee, which we modeled as contingent on the NPC’s modeled sense of rapport with
the trainee.

Research in social perception focuses on the cognitive processes underlying the
integration of data in forming an impression. One finding in this area is that people
organize their impressions of others according to two fundamental dimensions: warmth
and competence [8]. Another finding is that first impressions and recent impressions
matter, but the relative weight of initial and recent information seems to depend on how
that information is presented [9]. To reflect these results, our AHBA framework for
implementing NPCs enables these variables to be mixed in different proportions,
depending upon the training environment.

We consider the warfighter who is trying to elicit social network information from a
local in a foreign culture to be in a similar situation to that of the ethnographer who
interviews locals to understand their social life. Spradley [5], in a classic paper,
characterized ethnographic interviewing as developing rapport and eliciting informa-
tion. Rapport is a dynamic variable, representing the relationship between the ethno-
grapher and the informant. When rapport breaks down, the local may refuse to share
information, or at least stop sharing the kind of information of interest to the
ethnographer.

According to Spradley [5], the rapport process has four stages: apprehension,
exploration, cooperation, and participation. During apprehension, informants show
anxiety and suspicion, feeling uncertain about the motives of the visiting ethnographer.
These concerns are best addressed by asking open-ended descriptive questions, letting
the informant do most of the talking, listening with interest, and responding in a
non-judgmental way. During exploration, the two get to know each other. The shift
from apprehension to exploration is marked by each laughing at humorous comments,
the informant speaking on an interesting tangent, and the ethnographer dropping pre-
pared questions. The ethnographer must be patient, clarifying the purpose of the
conversation, and using key phrases introduced by the informant. Cooperation occurs
when there is mutual trust, with neither concerned about giving offence. Expectations
for the conversations are clear. The informant may spontaneously correct the
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ethnographer. Finally, participation occurs when the informant accepts the role of
teacher, bringing new unsolicited information to the attention of the ethnographer. We
designed our AHBA with consideration of these types of interactions, but the current
version only implements some of them.

More recently, Spencer-Oatey [10] has laid out a taxonomy of rapport management
as a function of language (in addition to information transmission). The three elements
of rapport management are the management of face, sociality rights and obligations,
and interactional goals. Culture influences how people interact across these domains.

A number of domains can affect rapport. For example, misuse of speech acts such
as orders, requests, apologies and compliments can lead to breakdowns in rapport. In
addition, topics can be inappropriate for the conversation. Interruptions can threaten
rapport, as can inappropriate use of tone, vocabulary, syntax, terms of address and
honorifics.

4.2 Personality

The statements of a warfighter in interaction with a local civilian will have distinct
effects on their rapport and the local’s willingness to share information, depending on
the personality of the local. Some locals may respond charitably to a foreigner’s
communication error while others might provide false information or turn away in
disgust. We expanded the model to represent hypothesized effects of the NPC per-
sonality characteristics on the rapport between the NPC and the trainee, based on the
nature of trainee statements. The Five-Factor Model (FFM) of personality as assessed
by the NEO Personality Inventory [11] considers five general personality traits—
neuroticism, extraversion, openness to experience, agreeableness, and conscientious-
ness. We focused on three characteristics taken from the traits and facets of the FFM.
We hypothesized that two traits, neuroticism and agreeableness, and one facet of
extraversion, positive emotions, can affect the rapport between the NPC and the trainee.
Afonso and Prada [12] used agreeableness in their non-player character models, and
suggest that neuroticism and extraversion also matter to human relationships. We
narrowed extraversion to the facet within extraversion of positive emotions because we
were interested in the emotional reactions of non-player characters. These character-
istics are briefly defined and characterized below:

• Neuroticism contrasts negative emotionality, such as feeling anxious, nervous, sad,
and tense, with emotional stability and even-temperedness. Individuals high in
neuroticism tend to experience more fear, sadness, embarrassment, anger, guilt, and
disgust, than more emotionally stable individuals.

• Agreeablenesses contrasts a prosocial and communal orientation toward others with
antagonism and includes facets such as altruism, tender-mindedness, and trust.
Individuals high in agreeableness tend to be sympathetic, eager to help, and trust
others to be helpful. Those low in agreeableness tend to be egocentric, skeptical of
others’ intentions, and competitive.

• Positive emotions assess the tendency to experience emotions such as joy, happi-
ness, love, and excitement. This variable is one facet of extraversion. Individuals
who are high in positive emotions laugh easily and often, are cheerful, optimistic,
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enthusiastic, and humorous. Individuals who are low in positive emotions are less
likely to express these emotions, though they may be happy.

We hypothesize that neuroticism is inversely related to rapport, while agreeableness
and positive emotions are each directly related to rapport.

4.3 Implementation of the Rapport Model

As shown in Fig. 3, rapport is represented as a probability distribution over three states:
positive, neutral, and negative. The rapport is based on three primary components: the
structure of the conversation (what sentence type is being used and whether this sen-
tence is at the beginning, in the middle or at the end of the conversation; whether the
sentence has been used before; and how many questions have been asked in a row), the
tone of the input (positive and negative words used), and demonstrated cultural
understanding (appropriate and inappropriate topic words). On the right of Fig. 3 are
three psychological variables used to characterize the NPC: neuroticism, agreeableness,
and positive emotions. These three variables are used to compute an aggregate per-
sonality measure called Negative-Positive Balance (bottom right of Fig. 3). An NPC
with a negative balance will be initialized as having a more negative rapport and then
will respond more strongly to negative words and inappropriate topics than to positive
word and appropriate topics. Conversely an NPC with a positive balance will be
initialized as having a more positive rapport and will respond more strongly to positive
words and appropriate topics.

There are two mechanisms by which the personality variables affect rapport. One
mechanism proceeds fairly directly from the personality variables, to the node named
‘Personality Effect on Rapport,’ to rapport itself. This mechanism represents the first
impression that the NPC has of the warfighter trainee before they interact. An NPC that
is high in agreeableness and positive emotions and low in neuroticism will have a more
positive initial view of the trainee, thus a higher likelihood of positive rapport.

The second mechanism has a more indirect effect that includes the node named
‘Negative Positive Balance,’ as well as several nodes that evaluate features of the
trainee’s communications. This mechanism has no effect when there is no communi-
cation to interpret. However, when there is a communication, the mechanism represents
a positive or negative bias in how it is interpreted. Those who are high in positive
emotions and agreeableness and low in neuroticism will place more emphasis on
positive words and appropriate topics, to produce a more favorable interpretation of the
trainee’s sentence tone and cultural understanding. Those with the opposite values on
these variables will tend to produce more negative interpretation.

5 Conclusions

This paper has presented an innovative solution for intelligent agents based on DDNs
with a personality module. The DDN approach allows the intelligent agent to receive
inputs from the environment and respond periodically to the inputs in a way that adapts
over time.
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The DDN-based AHBA described here has the ability to extract evidence about
what the trainee is asking, evidence for the type of response (e.g., answer to a question,
response to a greeting) the trainee is expecting, and the politeness and sensitivity of the
trainee in the conduct of the conversation. In addition, the AHBA can respond
appropriately to these text strings to keep the trainee engaged and provided with cues
about how well the trainee is performing. Our approach to visualizing the course of the
interaction between the trainee and the NPC over time in the response space of the NPC
telling the truth, being evasive or lying enables the NPC designers to debug and
validate the system. This visualization also provides important cues to the trainee either
in real time or after the training event is completed.

Our approach to integrating an array of NPC personalities into the DDN is also
described. Our approach built upon recent research regarding rapport between people
and human personality. Specific personality traits were selected from the FFM of
personality for this particular application. This personality model not only makes
adjustments to the starting position of the NPC in the three element rapport space of
positive, neutral and negative, but it also adjusts how the NPC will respond to positive
and negative statements from the trainee.
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Abstract. This paper introduces an agent-based model to explore the existence
of positive feedback loops related to illegal, unregulated, unreported (IUU)
fishing; the use of forced labor; and the depletion of fish populations due to
commercial fishing. The author hypothesizes the use of forced labor adversely
impacts economic activity, provides incentive for illicit activity, and depletes the
population of fish. Left unchecked, such a dynamic may lead to irreversible
environmental impacts, exacerbate international tensions, and yield significant
economic losses. The lack of reliable data on human trafficking and global
fisheries makes statistical analysis extremely difficult. This model serves to
consolidate several behavioral and impact assumptions into a single exploratory
model in order to test these assumptions and establish a proof of concept to guide
future research.

Keywords: Trafficking in persons � Forced labor � IUU fishing � Agent-Based
modeling � Overfishing � International conflict

1 Introduction

Human trafficking is a global scourge from which no country is immune. The use of
force, fraud, or coercion to compel individuals into sex trafficking or forced labor
happens everywhere – from the least developed to the most advanced; from kleptoc-
racies to democracies. The U.S. Department of State’s 2015 Trafficking in Persons
Report documents 188 countries in which victims of modern slavery are found, and the
International Labor Organization estimates 21 million victims worldwide and an illicit
economy of $150 billion per year attributed to human trafficking [1, 2].

While these statistics are staggering, efforts to quantify human trafficking are rid-
dled with challenges. Despite an international legal definition of “trafficking in per-
sons,” jurisdictions within the international system operate under drastically different
definitions of the crime. This complicates efforts to collect, validate, and aggregate
data. In addition, human trafficking is a hidden crime in that victims are often unwilling
to self-identify, and instances are obscured by the presence of other crimes such as
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other forms of illicit trafficking (e.g. drugs, weapons), unlawful fishing, prostitution,
and immigration violations. Ultimately, reliable data simply does not exist. This has not
prevented advocates, activists, and policymakers from citing such data as they craft
approaches to combating human trafficking.

One area of human trafficking that has garnered public and policymaker attention is
the use of forced labor in supply chains, particularly in the seafood industry [3, 4].
Despite increased anecdotal evidence and a nascent understanding of actor behavior,
concrete data on forced labor within the seafood industry remains scant. As a result,
there is a significant gap in the ability of policymakers to make evidence-based policy,
as well as a strong need for analytical techniques that thrive in the absence of “big
data.” To fill this gap, this paper uses exploratory modeling – an approach that allows
for the testing of various assumptions and hypothesis when confronted with “insuffi-
cient knowledge or unresolvable uncertainty preclude[ing] building a surrogate for the
target system” [5]. Rather than drilling down to increasingly granular micro-levels of
the system, this paper attempts to consolidate broader system-level information and
assumptions to test hypotheses and reveal deeper insight into the overall system.

As such, this paper introduces a simple agent-based model that explores the
existence of a positive feedback loop between forced labor; illegal, unregulated,
unreported (IUU) fishing; and overfishing. This author hypothesizes that IUU fishing
and labor exploitation serve in conjunction to drive down labor costs, and therefore
market prices for fish. Furthermore, the author postulates lower market prices push
fishermen to catch and sell more fish to sustain their businesses and to compete in the
market. This hypothesis holds that the use of forced labor hurts legitimate businesses,
incentivizes illicit activity, and depletes the population of fish. Left unchecked, such a
dynamic may lead to irreversible environmental impacts, exacerbate international
tensions, and yield significant economic losses.

Policymakers are currently pursuing separate policies to address forced labor in the
fishing sector and IUU fishing. There are efforts to incentivize more transparent and
lawful supply chains, including eliminating forced labor from seafood supply. At the
same time, policies on IUU fishing generally focus on environmental impacts such as
depleted fish stock and economic losses [6]. There are signs that the two policy
interests are ripe for convergence, suggesting that this is an opportune time to leverage
modeling to inform policy on these issues. The new Trans-Pacific Partnership trade
deal addresses both forced labor and environmental issues, and interagency efforts on
IUU are increasingly aware of forced labor in the fishing industry [7, 8]. Agent-based
modeling may prove a useful tool for providing policymakers deeper insights into the
fishing industry, potentially resulting in diplomatic solutions, more exacting policy, and
innovative program development such as tailored public-private partnerships.

2 Workings of the Agent-Based Model

In addition to the aforementioned challenges of quantifying human trafficking and the
extent of forced labor in the fishing industry, data on fish stocks and the prevalence of
IUU fishing are also difficult to find. This is due to several factors, including the
vastness of the ocean; territorial disputes in places like the South China Sea; unclear
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jurisdiction in international waters; and the economic interests of sovereign countries
that maintain secrecy around natural resources they seek to exploit. Therefore, this
agent-based model was built in NetLogo [9] with adjustable attributes to accommodate
available data, test values where data is unavailable, and explore various assumptions.
Various scenarios can be subject to experiment in order to learn more about the
interplay of forced labor, IUU fishing, and overfishing. The model space is a
100 � 100 Cartesian plane, which roughly scales to the portion of the South China Sea
with Hong Kong to the north, Brunei and Malaysia to the south, Vietnam to the west,
and the Philippines to the east. This is only a rough fit and is not meant to be a reliable
geographical representation.

2.1 Model States

Each run of the model can be run in one of three states. The first is the absence of IUU
fishing in which boats pursue fish according to standard rules and adhere to common
labor practices. In this state, boats only fish during “on season.” The second state is the
presence of IUU fishing but the absence of forced labor. The prevalence of IUU
fishermen as a percentage of total boat population is adjustable for each run. IUU boats
in this state engage in fishing activity during the “off-season” but adhere to wage
standards. The third state is the presence of both IUU fishing and forced labor. In this
state, IUU boats engage in substandard labor practices and fish during the off-season,
while the other boats do not. Having three states allows the observer to compare
outcomes of the various states to determine the impact of IUU and forced labor.

Global Attributes.

Attribute Description

Number of
boats

Number of boats

Fish
population

Number of fish at the outset of a model run

Fish per boat Number of fish a boat should carry at a given time (serves as a safety
standard or fishing quota). Law-abiding boats adhere while IUU boats
exceed this number, according to their own “Fish capacity” attribute
described below.

IUU fishing True/false statement that determines whether a subset of boats engage in IUU
IUU
prevalence

Percentage of total boat population engaged in IUU

Forced labor True/false statement that determines whether IUU boats engage in
substandard labor practices

Minimum
wage

Standard wage all law-abiding boats pay workers. IUU boats pay workers a
random wage below this number (0 to n-1)

Seasons. The model has two seasons: on-season and off-season. On-season lasts 36
time steps and off-season lasts 16 time steps. Together, this constitutes a full calendar
year, broken down into 52 time steps (1 time step = 1 week). The 16-week off-season
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represents the real-world off-season imposed on catching Grouper fish such as that
imposed by the Thai government and others around the world. This off-season coin-
cides with the annual period during which Grouper fish lay eggs and those eggs hatch
(usually February through May). Fish reproduction in the model occurs during the
off-season. Law-abiding boats in the model only fish during on-season. Boats that
engage in IUU and forced labor (if these features are activated) also fish during
off-season. Boats that adhere to the season schedule return to port and take their fish to
market during off-season.

2.2 Agents

Boats. Boats represent fishermen and their economic interests, as they troll the ocean in
pursuit of fish. Each boat starts at a port at the edge of the model space. These ports also
serve as local markets where boats sell their catch. As boats pursue fish, they accrue
operating costs and labor costs. The operating costs are the same for all boats, repre-
senting standard costs such as fuel and food. Labor costs vary from boat to boat,
depending on whether the boat adheres to wage standards (legitimate fishermen) or
engage in illicit labor practices (IUU fisherman) such as substandard wages or forced
labor. In addition to illicit labor practices, IUU fisherman also engage in fishing
activities during “off-season” and exceed any quotas or safety standards regarding the
number of fish that can be at a given time.

Boat Attributes.

Attribute Description

Fish capacity Number of caught fish a boat is willing to hold at any given time
Worker capacity Number of fisherman a boat can hold
Fish total Actual number of fish on board
Worker pay rate Rate at which each worker is payed
Cost Boat’s total operating cost
Vision Radius within which a boat can see fish
IUU? True/false statement indicates whether boat engages in IUU/forced labor

Fish. The number of fish in the model can be adjusted to accommodate various fishery
estimates, geographical regions, and species. Each fish starts at a random x and y
coordinate in the model space and schools according to the rules of Wilensky’s
NetLogo Flocking model [10]. Wilensky’s model provides each fish a standard set of
rules from which schools emerge endogenously. This ensures schools remain in the
model regardless of population shifts, reducing the possibility of unintended outputs of
the model. Half the fish population are female and can reproduce at an adjustable rate
of reproduction (See “Annual eggs” below). The female fish carry a “maturity” attri-
bute by which female fish grow capable of reproduction. The default maturity value
and rules are set to represent actual average age at which Grouper fish in the South
China Sea mature and become fertile, estimated to be roughly 5 years (or 260 time
steps in this model). This attribute is adjustable. The number of offspring is also
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adjustable to allow for the replication of real-world fish behavior such as growth/
decline rates according to environmental issues, climate change, predation, disease, and
other factors that are not hardcoded into this model. All eggs hatch new fish and the
live fish population increases accordingly. Mature female fish procreate the same time
each year, deemed “off-season” during which law-abiding fishermen refrain from
fishing activity. IUU fishermen do not adhere to this rule.

Fish Attributes.

Attribute Description

Maturity Numerical value (0–260 time steps) to emulate 5 year maturity period before
female can reproduce

Annual
eggs

Number of offspring each mature female fish produces each off season

2.3 Model Behaviors

During each run of the model, several coordinates on the edge of the model space are
deemed “port.” Boats return to ports in the off-season and when they take fish to
market. Each boat trolls the ocean seeking fish within its “vision” range. It then catches
fish within a radius of two lattice squares (“patches” in NetLogo parlance), which is
equivalent to roughly two miles (remember, each time step is equivalent to a week).
Once a boat reaches its “fish-capacity,” it take its fish to market. Two behavior rules of
marketing are possible in this model that must be selected before each model run. The
first rule has boats return to the nearest port to their location once they reach fish
capacity. The second rule sets their port of origin as their home to which they always
return. This simulates the difference between a truly international market and localized
markets.

Local Markets. Once a boat arrives at a port, it sets it’s per fish asking price by dividing
its “cost” by the total number of fish it caught. This value is added to that particular
port’s running list of fish prices, the average of which determines the local market price.
Boats then sell their catch at the local market price, adding the value of their catch to
their revenue. This is a rudimentary implementation of the cost-of-production theory of
value and Gordon’s Economic Theory of a Common-Property Resource [11]. In
addition to being relatively simple organizing principles for economic activity, this
construct provides realistic stability in market prices by ensuring single transactions do
not drastically swing prices. This is important because the number of boats in this
model is proportionate but significantly fewer in number than real-world observations.
Such a small number of agents raises the possibility of skewed data outputs.

Global Market. Each time a boat sells its catch at a port, its fish total is added to the
global “market” which counts the number of fish caught and sold over the entire run of
the model. At each time step, ports also send a mean of their local price to a global list
of fish-prices. The average of the global list serves as the global market price of fish.
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It is by comparing these outputs and the number of live fish at various time steps that
the observer can experiment with variable values and model states (i.e. normal, IUU,
forced labor).

IUU and Forced Labor. In model states that include IUU fishing, IUU boats continue
to fish in the off-season while law-abiding boats return to port. IUU boats also set their
“fish capacity” at a random number between the global value of the “fish-per-boat”
attribute and 125 % of “fish-per-boat.” This represents the fact that IUU fishermen do
not, by definition, adhere to established quotas, and often disregard accepted safety or
labor standards that may dictate the amount of weight allowed on a fishing vessel. If
“forced labor” is in effect, IUU boats engage in labor exploitation and their
worker-pay-rate is set at a random float between zero and the minimum wage. This
represents substandard wages, to include slavery (NOTE: in some cases, labor
recruiters are used by fishermen who then are indebted to said recruiters. In such cases,
they still accrue a small wage, although that wage is passed on to pay their debts. This
is a practice called “debt bondage,” and is considered a form of forced labor. This
explains why forced labor victims may still be paid in this model) [12].

3 Initial Findings

After several thousand runs of the model in various model states, initial findings
suggest a clear decline of global revenue with the presence of IUU fishing and further
decline with forced labor. For the purposes of this paper, the author maintained a
fish-to-boat ratio of 667:1. This was largely due to limits in computation power;
something future work will seek to address. Runs in various model states and at several
values for IUU prevalence indicate that economic losses increase along with the
prevalence of IUU fishing and labor exploitation.

The model was runs for several thousand iterations for 260 time steps (equivalent to
five years) in which boats sell fish at any port in the model space. Total global revenues
from fish sales was measured at each time step. The resulting data shows progressive
decline in economic output as the prevalence of IUU fishing increases. Further declines
results from the introduction of forced labor. This was measured by comparing outputs
from runs of the model without IUU fishing, runs with IUU fishing but no forced labor,
and runs with IUU fishing and forced labor. With an IUU prevalence of 7 % the total
global revenue over the several thousand runs declined by 6.6 % without forced labor
compared to runs without IUU, and 6.9 % with forced labor compared to runs without
IUU. These figures jumped dramatically as prevalence increased. At 27 % IUU
prevalence, economic activity declined by 7 % without forced labor and 19 % with
forced labor; at 34 % prevalence, 19 % and 26 %; and at 67 % prevalence, 33 % and
45 %, respectively. If boats are restricted to selling their catch only at their home ports,
economic activity declined even further in some cases, but revenue in the model is not
particularly sensitive to this parameter. In these scenarios, a 7 % IUU prevalence yields
a decline of 7.1 % without forced labor and 7.4 % with forced labor. At 27 %
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prevalence, there is an 18 % decline without forced labor and a 16 % decline with
forced labor; at 34 % prevalence, 23 % and 25 %; and at 67 % prevalence, 33 % and
45 %, respectively.

The presence of IUU fishing also had a drastic impact on fish population. Over the
aforementioned model runs, total fish population at the end of 260 time steps dropped
as the prevalence of IUU increased. First, boats sell fish only at their home port. With
7 % IUU prevalence, the total fish population dropped 12 % without forced labor and
27 % with forced labor. With 27 % prevalence, the population dropped 65 % without
forced labor and 43 % with forced labor; with 34% prevalence 79 % and 66 %; and
with 67 % prevalence, 89 % and 85 %, respectively. Interestingly, the presence of
forced labor generally does not result in further decline, and some cases show the
opposite effect.

However, runs in which boats sell fish globally (at the nearest port) show a clear
negative impact on total fish population. In such scenarios, a 7 % IUU prevalence
yields a 24 % population decline without forced labor but a 37 % decline with forced
labor. With a 27 % IUU prevalence, the population declines by 39 % without forced
labor and 58 % with forced labor; with 34 % prevalence, 64 % and 73 %; and with
67 % prevalence, 95 % and 96 %, respectively.

Unlike revenue, total fish population appears to be very sensitive to whether boats
can sell only at their home ports or globally. Further study of this phenomenon is
required, but this likely results from boats that sell globally being able to more quickly
take their catch to market and return to sea. This means each boat spends more time
catching fish and less time travel to and from the ports of sale since they simply move
to the nearest port rather than back to their home port.

Additionally, initial study of each time step finds that IUU fishing leads to female
fish being caught a higher rate before they are able to reproduce. Note that the maturity
rate of female fish in this model is much longer than a single fishing season. The
presence of IUU fishing also means that fertile fish are removed from the population at
a faster rate. This results in a more rapid depletion of fish stock. Figure 1 shows the
decline of total fish population by counting total population immediately after each
reproduction season. The fish population is less likely to replace caught fish as
prevalence of IUU increases. In fact, the slope of these lines becomes much steeper as
IUU prevalence increases. Stated differently, Fig. 2 shows the declining average catch
rate of each boat over time and at various levels of IUU prevalence. As prevalence of
IUU increases, the number of fish a boat catches per time step declines. This is a result
of fish stock depletion but also highlights the economic implications as boats have
fewer fish to take to market and require more time at seas to reach fish capacity
(i.e. fewer fish at increased overhead costs). In addition to the clear environmental and
economic implications, the potential for significant international conflict is already
manifest. For example, Erickson and Kennedy suggest one role for China’s “Maritime
Militias” – local militias supported by the People’s Liberation Army often drawing
from local fishing communities – is to undertake “confrontations with other states’
fishing and naval vessels, due to the depletion of fishery resources and the need to fish
farther from shore” [13].
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4 Future Work

This model set out to test a connection between IUU fishing, forced labor, and over-
fishing. It is a highly-abstracted proof-of-concept. Much work is required to match the
existing model with available data on fisheries and law enforcement activities. More-
over, the behavior and attributes of the model as described in this paper do not yet truly
explore the behavior that may lead to overfishing. Future iterations of this model will
attempt to translate real-world economic incentives into computer code. In other words,
business decisions of various agents are not currently represented. Will law-abiding
boats continue fishing if IUU boats continue to drive down market prices? Or, will
some law-abiding boats find incentive to engage in illicit activity themselves? Simi-
larly, as IUU boats generate significant revenue, will they seek to become more

Fig. 1. Fish population after each reproduction season

Fig. 2. Average catch rate per boat per time step

Holy Mackerel! an Exploratory Agent-Based Model 407



established as legitimate businesses? Perhaps law enforcement activity incentivizes this
as the risk of illicit activity increases. Further research on such behavior is underway.
These additions will help explore the connection with overfishing in more depth.

This model also provides a basic starting point to test various law enforcement
strategies. Ports, if taken as independent jurisdictions, may have varying legal
requirements that they enforce at different rates. It is well known that heavy enforce-
ment and regulatory burden pushes business to other jurisdictions. The impact this has
on global markets is an area of on-going research, as is the effectiveness of enforcement
models and international cooperation. This model merely scratches the surface of this
dynamic and already yields interesting results on how selling globally has impacts that
differ from selling at a predetermined home port. As behavioral shifts change the spatial
distribution of fish and inspire further changes in fishing behavior, one can expect
additional emergent qualities.

National interests can also be added to the model, such as territorial claims that
would limit where law-abiding boats can fish. A future iteration may also explore how
overfishing might lead to more confrontation between national vessels in disputed
territories or how more active countries may contribute to overfishing at a dispropor-
tionate rate. As mentioned, states in the South China Sea are already involved in
geostrategic posturing that is, in part, driven by fish stock depletion and economic
claims to natural resources. As boats pursue dwindling fish stocks further out to sea,
one might observe increased infringement on territorial claims, territorial disputes,
political tensions, and even direct military conflict.

Finally, the real-world rate of reproduction for a single Grouper fish is more than
1 million fish per year. Limits to average computer memory makes this rate of growth
difficult to sustain in this model. Therefore, a realistic rate of depletion or reproduction
is difficult to achieve. The user must then rely on realistic ratios. However, this limits
the granularity and level of confidence one can have in the outcomes of this model.
Running this model on computers that are more powerful will enable more realistic
numbers of agents and values for various attributes. The fish agents can be adjusted to
focus on the characteristics of other species or even a more robust and diverse
ecosystem. Implementing this model in other modeling environments might better
accommodate higher volumes of agents, more robust verification and validation efforts,
as well as an ability to add parameters to this proof-of-concept.
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